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Abstract. A parity checking-styled Weil sum algorithm is presented for a
general class of the univariate polynomials which fully characterize a system of
n polynomials in n variables over F2. The previously known proof methods of
explicit Weil sum evaluation of Dembowski-Ostrom polynomials are extended
to general case. The algorithm computes the absolute values of the Weil sums
of the generic central polynomials in MQ problem.

1. Introduction

1.1. Character and Weil Sum. Let p be a prime (2 or odd) and q = pn for
integer n. We denote the finite field of q elements by Fq. Fq is often regarded
as a vector space Fn

p over Fp of dimension n with some basis. A trace function
Trt : Fq → Fpt for some integer t which divides n, is defined by Trt(x) = x +
xpt

+ xp2t

+ . . . + xp(n/t−1)t

for all x ∈ Fq, and the absolute trace function is simply
denoted by Tr (when t = 1). Since we identify Fp with Z/(p), the image of
absolute trace function of any x ∈ Fq are merely the integers in [0, p − 1]. The
trace function satisfies: Trt(ax) = aTrt(x), Trt(x + y) = Trt(x) + Trt(y) and
Trt(xpt

) = Trt(x) for all x, y ∈ Fq and a ∈ Fpt (Theorem 2.23. [13]). We denote
the canonical additive character by χ1(x) = exp(2πiTr(x)/p) for x ∈ Fq. From
Theorem 5.7 [13], any additive character χa of Fq is obtained from χa(x) = χ1(ax)
for all x ∈ Fq with some a ∈ Fq. From the properties of trace function, we have:
χ1(x + y) = χ1(x)χ1(y) and χ1(xp) = χ1(x) for all x, y ∈ Fq. With a nontrivial
additive character χ of Fq, the sum:

∑

x∈Fq

χ(f(x)),

is called a Weil sum of a polynomial f(x) (Chapter 5. [13]).

1.2. Multivariate Quadratic Problem and Central Polynomial. Multivari-
ate quadratic cryptosystems (e.g., HFE system and variations: [15, 8, 6]. Tame
transformation and variations: [1, 10]. Others: [11, 16, 17]) rely their security on
the computational hardness (cf. [15, 9]) of a problem to solve randomly generated
systems of multivariate quadratic polynomials over finite fields. This problem can
be formally described as follows.
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Definition 1.2.1. (MQ Problem. cf. [5, 6]). Let P1, . . . , Pm ∈ Fq[x1, . . . , xn] m
polynomials of n variables over Fq, each of which has form:

Pk(x1, . . . , xn) =
n∑

i=1

n∑

j=1

α
(k)
i,j xixj +

n∑

i=1

β
(k)
i xi + γ

(k)
i ,

whereby α
(k)
i,j , β

(k)
i , γ

(k)
i ∈ Fq for all 1 ≤ k ≤ n. Then, a MQ problem denoted by

MQ(q, n, m) is a problem of solving indeterminates xi ∈ Fq of the random system
of m polynomial equations yi = Pi(x1, . . . , xn) for 1 ≤ i ≤ m.

Now, let φ be the standard linear bijection φ : Fqn → Fn
q (with some fixed basis

of Fqn over Fq). We introduce an important fact about this MQ problem.

Lemma 1.2.2. (Kipnis and Shamir, 1999. [12]). Let
F = (P1(x1, . . . , xn), . . . , Pn(x1, . . . , xn)) be a system of n multivariate polynomi-
als of MQ Problem MQ(q, n, n) as is in Definition 1.2.1. Then, there exists an
univariate polynomial over Fqn :

f(x) =
D∑

i=1

aix
qαi+qβi +

L∑

j=1

bjx
qγj + c,

where D, L ∈ N , ai, bj , c ∈ Fqn , αi ≥ βi, qαi + qβi , qγj ≤ qn − 1 for each 1 ≤ i ≤
D, 1 ≤ j ≤ L, such that

φ ◦ f ◦ φ−1(v1, . . . , vn) = (P1(v1, . . . , vn), . . . , Pn(v1, . . . , vn)),

for ∀(v1, . . . , vn) ∈ Fn
p .

In this paper, we name the univariate polynomial associated with the MQ(q, n, n)
in Lemma 1.2.2 as follows.

Definition 1.2.3. (Central Polynomial). Given a system of n multivariate polyno-
mials (P1(x1, . . . , xn), . . . , Pn(x1, . . . , xn)) of MQ problem MQ(q, n, n). A central
polynomial of multivariate quadratic cryptosystem based on MQ(q, n, n) is the uni-
variate polynomial in Fqn [x] of the form:

(1.2.1) f(x) =
D∑

i=1

aix
qαi+qβi +

L∑

j=1

bjx
qγj + c,

where D,L ∈ N , ai, bi, c ∈ Fqn , αi ≥ βi, qαi + qβi , qγj ≤ qn − 1 for each 1 ≤ i ≤
D, 1 ≤ j ≤ L, which are obtained from Lemma 1.2.2.

The term ”central” purely comes from a cryptographic reason for the design
methods of trapdoor structures commonly built in the concrete multivariate qua-
dratic cryptosystems. In such systems the central polynomial of Definition 1.2.3
often appears at the center of the composition of 3 secret mappings over Fqn ∼= Fn

q

(in particular, for HFE systems [15, 8]). We can also apply Kipnis and Shamir’s
Lemma 1.2.2 to express MQ(q, n, n) itself by this central polynomial. When a cen-
tral polynomial has no linearized and constant terms, the polynomial has a special
name in the following.
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Definition 1.2.4. (Dembowski-Ostrom Polynomial. [7, 2, 3, 4, 14]) . A polynomial
in Fqn [x] of the form:

f(x) =
D∑

i=1

aix
qαi+qβi

,

where D ∈ N , ai ∈ Fqn , αi ≥ βi, qαi + qβi ≤ qn − 1 for each 1 ≤ i ≤ D, is called a
Dembowski-Ostrom polynomial.

This quadratic multinomial is the source of the computational hardness gained
in the MQ problem and MQ trapdoor function. We note that a Dembowski-Ostrom
polynomial can be expressed by a product of two linearized polynomials (Definition
3.58. [13]) and from Kipnis-Shamir’s Lemma 1.2.2 it corresponds to a homogeneous
system over Fp in the multivariate representation.

As a result, regardless of the concrete type of trapdoor structures designed in
MQ problem, we can always work on the corresponding univariate polynomial over
the extension field Fqn of form: f(x) =

∑D
i=1 aix

qαi+qβi +
∑L

j=1 bjx
qγj + c which

is identical to that of central polynomial in Definition 1.2.3 for the system F =
(P1(x1, . . . , xn), . . . , Pn(x1, . . . , xn)) over Fq. Similarly, we may have Dembowski-
Ostrom polynomial: f(x) =

∑D
i=1 aix

qαi+qβi
, when each multivariate polynomial

Pk of the system is a quadratic form (i.e. homogeneous quadratic polynomial).

2. Weil Sum Evaluation of Central Polynomial

Let Fq be a finite field of characteristic p (2 or any odd prime) and order q = pn.
We fix the two finite fields Fp (Galois field) and Fq (its extension) in this chapter.
Fq is regarded as a vector space Fn

p over Fp of dimension n with some basis.
First we extend the previously known proof methods of explicit Weil sum eval-

uation of Dembowski-Ostrom polynomials [2, 3, 4, 14] to central polynomials in
Definition 1.2.3.

2.1. Simplification of Central Polynomial. Let S(a1, . . . , aD, b1, . . . , bL, c) (or
simply S) denote the Weil sum of a central polynomial f(x) =

∑D
i=1 aix

pαi+pβi +∑L
j=1 bjx

pγj + c ∈ Fq[x] (Definition 1.2.3). Explicitly, with canonical additive
character χ1 of Fq, we consider:

S = S(a1, . . . , aD, b1, . . . , bL, c) =
∑

x∈Fq

χ1(
D∑

i=1

aix
pαi+pβi +

L∑

j=1

bjx
pγj + c).

Applying the property of additive character to the constant term c of f(x) in the
Weil sum S yields an equivalent Weil sum:

S = χ1(c){
∑

x∈Fq

χ1(
D∑

i=1

aix
pαi+pβi +

L∑

j=1

bjx
pγj )}.

I.e., one can separately treat the image of c by character χ1 when we evaluate the
Weil sum value S. Therefore, without loss of generality, we can always assume
that the constant term of central polynomials be zero (f(0) = c = 0) and may
separately deal with the value χ1(c) = χ1(f(0)) at the final step of Weil sum
evaluation algorithm.

In the following we will show that we can also simplify the linearized terms∑L
j=1 bjx

pγj in the central polynomial f(x) =
∑D

i=1 aix
pαi+pβi +

∑L
j=1 bjx

pγj . The
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newly introduced coefficients Ai ∈ Fq and parameters ti, yi, si ∈ Z and b ∈ Fq in
the following theorem will be later justified in the specification of the subsequent
Theorem 2.2.1 regarding the auxiliary linearized polynomial of central polynomial.

Theorem 2.1.1. (Simplification of Central Polynomial). Let f(x) be a central
polynomial over Fq of Definition 1.2.3 (with f(0) = 0). Assume that we set the new
coefficients Ai such that Apti

i = ai ∈ Fq (1 ≤ i ≤ D) and parameters ti, yi, si ∈ Z,
and b ∈ Fq such that ti ≡ βi−β1 mod n (1 ≤ i ≤ D), and yi = n−si (2 ≤ i ≤ D),

si = αi − βi ≥ 0 (1 ≤ i ≤ D) and b =
∑L

j=1 bpe−γj

j . Then, we can express the Weil
sum S = S(a1, . . . , aD, b1, . . . , bL) of f(x) as:

S =
∑

x∈Fq

χ1(
D∑

i=1

Aix
psi+1 + bpβ1

x).

We call the polynomial
∑D

i=1 Aix
psi+1 + bpβ1

x the simplified central polynomial of
f(x).

Proof. The proof of the simplification consists of the two parts. First, we simplify
the linearized terms

∑L
j=1 bjx

pγj in central polynomial f(x) into a single linear
term. In the transformations below, we repeatedly apply the properties of additive
character when splitting and joining the arguments of χ1 and taking the various
powers of p inside the each argument. The first transformation is the following.

∑

x∈Fq

χ1(
D∑

i=1

aix
pαi+pβi +

L∑

j=1

bjx
pγj ) =

∑

x∈Fq

χ1(
D∑

i=1

aix
pαi+pβi )χ1(

L∑

j=1

bjx
pγj )

=
∑

x∈Fq

χ1(
D∑

i=1

aix
pαi+pβi )

L∏

j=1

χ1(bjx
pγj )

=
∑

x∈Fq

χ1(
D∑

i=1

aix
pαi+pβi )

L∏

j=1

χ1(b
pe−γj

j xpe

)

=
∑

x∈Fq

χ1(
D∑

i=1

aix
pαi+pβi )

L∏

j=1

χ1(b
pe−γj

j x)

=
∑

x∈Fq

χ1(
D∑

i=1

aix
pαi+pβi )χ1(

L∑

j=1

bpe−γj

j x)

=
∑

x∈Fq

χ1(
D∑

i=1

aix
pαi+pβi )χ1(bx)

=
∑

x∈Fq

χ1(
D∑

i=1

aix
pαi+pβi + bx).

Therefore, the linearized terms
∑L

j=1 bjx
pγj of f(x) is turned into a single linear

term bx where b =
∑L

j=1 bpe−γj

j and thus we have S = S(a1, . . . , aD, b1, . . . , bL) =
S(a1, . . . , aD, b).

Next, we replace the coefficients ai’s with the new coefficients Ai ∈ Fq under the
new integer parameters ti ≡ βi − β1 mod n (1 ≤ i ≤ D), yi = n− si (2 ≤ i ≤ D),
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si = αi − βi ≥ 0 (1 ≤ i ≤ D). I.e., We have:

S(a1, . . . , aD, b) =
∑

x∈Fq

χ1(
D∑

i=1

aix
pαi+pβi + bx)

=
∑

x∈Fq

D∏

i=1

χ1(aix
pαi+pβi )χ1(bx)

=
∑

x∈Fq

D∏

i=1

χ1(aix
pβi (psi+1))χ1(bx)

=
∑

x∈Fq

D∏

i=1

χ1(A
pti

i (xpβ1 )pti (psi+1))χ1(bpβ1
xpβ1 )

=
∑

u∈Fq

D∏

i=1

χ1((Aiu
psi+1)pti )χ1(bpβ1

u) [Note: u = xpβ1 ]

=
∑

u∈Fq

χ1(
D∑

i=1

Aiu
psi+1 + bpβ1

u).

Therefore, we obtain the simplification S(a1, . . . , aD, b) = S(A1, . . . , AD, b), i.e., the
equivalent Weil sum of the form:

S =
∑

x∈Fq

χ1(
D∑

i=1

Aix
psi+1 + bpβ1

x),

with the simplified central polynomial
∑D

i=1 Aix
psi+1 + bpβ1

x. We obtained the
desired result. ¤

This theorem says that at the level of Weil sum values the Weil sum of generic
central polynomial is equal to that of special type of central polynomial of form

D∑

i=1

Aix
psi+1 + bpβ1

x.

This is the reason we name this type a simplified central polynomial.

2.2. Weil Sum of Central Polynomial. It is shown that in Theorem 2.1.1 the
Weil sum of an arbitrary central polynomial

∑D
i=1 aix

pαi+pβi +
∑L

j=1 bjx
pγj (no

constant term) over Fq is equivalent to that of the corresponding simplified central
polynomial of the form

∑D
i=1 Aix

psi+1 + bpβ1
x with specially introduced new coef-

ficients Ai ∈ Fq and parameters ti, yi, si ∈ Z and b ∈ Fq. In the following theorem,
we will justify their occurrences. We will deduce the auxiliary linearized polynomial,
denoted by TD(x) in Fq[x]. This linearized polynomial naturally appears during the
calculation in the proof and afterward enables us to compute the concrete absolute
value of the Weil sum. As is common in the proof techniques of explicit evaluation
of Weil sum, we start with taking the product of the Weil sum and its conjugate.
Note that the p can be either 2 or any odd prime.
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Theorem 2.2.1. (Auxiliary Linearized Polynomial. cf. Theorem 1.4. [14]). Let
f(x) be a central polynomial over Fq of Definition 1.2.3 (with f(0) = 0), and S be
the Weil sum of f(x). Then, the product |S|2 = SS is:

|S|2 = q
∑

TD(w)=0,w∈Fq

χ1(
D∑

i=1

Aiw
psi+1 + bpβ1

w),

whereby Ai’s are the new coefficients such that Apti

i = ai (1 ≤ i ≤ D), ti, yi, si and
b are the new parameters such that ti ≡ βi − β1 mod n (1 ≤ i ≤ D), yi = n − si

(2 ≤ i ≤ D), si = αi − βi ≥ 0 (1 ≤ i ≤ D) and b =
∑L

j=1 bpe−γj

j . The index w
of the outer sum runs throughout the set of roots in Fq of a linearized polynomial
defined as:

TD(w) = Aps1

1 w
p2s1

+ A1w +
D∑

i=2

[Aps1

i w
ps1+si

+ (Aiw)ps1+yi ].

Proof. From Theorem 2.1.1 we can work on the simplified central polynomial∑D
i=1 Aix

psi+1 + bpβ1
x over Fq. I.e., the Weil sum is expressed by:

S = S(A1, . . . , AD, bpβ1 ) =
∑

x∈Fq

χ1(
D∑

i=1

Aix
psi+1 + bpβ1

x).

Now, let us take the product |S|2 = S(A1, . . . , AD, bpβ1 )S(A1, . . . , AD, bpβ1 ) . We
will show that the linearized polynomial TD(x) naturally appears during the course
of simplification of this product. As is in the transformation in Theorem 2.1.1, we
repeatedly apply the properties of additive character when splitting and joining the
arguments of χ1 and taking the various powers of p inside the each argument. First
we have:

|S|2 = SS

= {
∑

u∈Fq

χ1(
D∑

i=1

Aiu
psi+1 + bpβ1

u)} · {
∑

v∈Fq

χ1(
D∑

i=1

+Aiv
psi+1 + bpβ1

v)}

= {
∑

u∈Fq

χ1(
D∑

i=1

Aiu
psi+1 + bpβ1

u)} · {
∑

v∈Fq

χ1(
D∑

i=1

−Aiv
psi+1 − bpβ1

v)}

=
∑

u,v∈Fq

χ1(
D∑

i=1

Ai[upsi+1 − vpsi+1] + bpβ1 (u− v))

=
∑

w,v∈Fq

χ1(
D∑

i=1

Ai[(w + v)psi+1 − vpsi+1] + bpβ1
w)

=
∑

w,v∈Fq

χ1(
D∑

i=1

Ai(wpsi+1 + wvpsi+1 + vwpsi+1) + bβs1
w)

=
∑

w,v∈Fq

χ1(
D∑

i=1

Aiw
psi+1 + bpβ1

w) · χ1(
D∑

i=1

Ai(wvpsi + vwpsi )).
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We can further simplify the character Cw,v = χ1(
∑D

i=1 Ai(wvpsi +vwpsi )) as follows.

Cw,v = χ1(
D∑

i=1

Ai(wvpsi + vwpsi ))

= χ1(A1vwps1 + A1wvps1 +
D∑

i=2

Aivwpsi +
D∑

i=2

Aiwvpsi )

= χ1(A
ps1

1 vps1
wp2s1 + A1wvps1 +

D∑

i=2

Aps1

i vps1
wpsi+s1 +

D∑

i=2

(Aiw)ps1+yi
vps1 )

= χ1(vps1
TD(w)).

Therefore, we have:

|S|2 =
∑

w∈Fq

χ1(
D∑

i=1

Aiw
psi+1 + bpβ1

w) ·
∑

v∈Fq

χ1(vps1
TD(w)).

Recall that vps1 runs throughout Fq as v runs throughout Fq. Also, the inner sum∑
v∈Fq

χ1(vps1
TD(w)) is zero unless Tn(w) = 0 for the index w ∈ Fq of the outer

sum, because otherwise vps1
TD(w) also runs throughout Fq as v runs throughout

Fq. Therefore we have:

|S|2 = q
∑

TD(w)=0,w∈Fq

χ1(
D∑

i=1

Aiw
psi+1 + bpβ1

w),

which is the desired result. ¤

Finally, we will show a lemma regarding the set of roots of the auxiliary linearized
polynomial of central polynomial.

Lemma 2.2.2. (Roots of Auxiliary Linearized Polynomial. Lemma 3.4 [14]). Let
TD(x) be an auxiliary linearized polynomial over Fq defined in Theorem 2.2.1. Sup-
pose that ε = gcd2≤i≤D(2s1, s1+si, s1+yi, n). Then, the set of roots of TD(x) forms
a linear subspace of Fq over Fpε and is isomorphic to Fptε for some integer t ∈ Z.

Proof. For any monomial xpα

in TD(x) = Aps1

1 x
p2s1

+ A1x +
∑D

i=2[A
ps1

i x
ps1+si

+
(Aix)ps1+yi ], the exponent α is divisible by the greatest common divisor ε. Therefore
for any u ∈ Fpε , upα

= (((upε

)pε

) · · · )pε

= u (α/ε times). Hence we have:

TD(ux) = Aps1

1 (ux)
p2s1

+ A1ux +
D∑

i=2

[Aps1

i (ux)
ps1+si

+ (Aiux)ps1+yi ]

= Aps1

1 ux
p2s1

+ A1ux +
D∑

i=2

[Aps1

i ux
ps1+si

+ u(Aix)ps1+yi ]

= uTD(x),

for all u ∈ Fpε . That is, the set of roots of TD(x) is a linear subspace of Fq over
Fpε . By setting t ∈ Z the dimension of this subvector space over Fpε , the set of the
roots of TD(x) is F t

pε ' Fptε and its cardinality is pεt. ¤
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2.3. Weil Sum Algorithm for Central Polynomial. For finite fields of char-
acteristic p = 2, the Weil sum with canonical additive character is guaranteed to
be real. It should be noted that this fact is quite different from those in the cases
when p is odd prime [14]. We have the following lemma for p = 2.

Lemma 2.3.1. (Character (p = 2)). Let Fq be of characteristic p = 2. Then, for
any u ∈ Fq, χ1(u) is real.

Proof. It is a simple matter to show that from the definition of canonical additive
character, for any u ∈ Fq, we have:

χ1(u) = exp(
2πi

p
Tr(u)) = exp(πiTr(u)).

Since the image of u ∈ Fq by the absolute trace function Tr(u) = Tr1(u) is in
{0, 1} = F2, the value χ1(u) is either 1 or −1, which is real. ¤

It is followed that by Lemma 2.3.1 when p = 2 we also have:

Corollary 2.3.2. Let p = 2 and S the Weil sum of central polynomial f(x) as is
in Theorem 2.2.1. Then, S is real and |S|2 = S2.

This corollary readily embraces the important idea for the efficient Weil sum
algorithm (for p = 2). I.e., for finite fields of p = 2, if we can compute the product
of the Weil sum S and its conjugate S as is in Theorem 2.2.1, then we can obtain
the absolute value of the Weil sum |S|. To see this more specifically, let f(x) be a
central polynomial

f(x) =
D∑

i=1

aix
pαi+pβi +

L∑

j=1

bjx
pγj ∈ Fq[x].

Theorem 2.1.1 says that we can express its Weil sum S = S(a1, . . . , aD, b1, . . . , bL)
as

S =
∑

x∈Fq

χ1(
D∑

i=1

Aix
psi+1 + bpβ1

x),

where
∑D

i=1 Aix
psi+1 + bpβ1

x is the simplified central polynomial with coefficients
Apti

i = ai (1 ≤ i ≤ D) and parameters ti ≡ βi − β1 mod n (1 ≤ i ≤ D), yi = n− si

(2 ≤ i ≤ D), si = αi − βi ≥ 0 (1 ≤ i ≤ D), and b =
∑L

j=1 bpe−γj

j as usual. By the
theorem of auxiliary linearized polynomial Theorem 2.2.1, the product |S|2 = SS
is expressed by:

|S|2 = q
∑

TD(w)=0,w∈Fq

χ1(
D∑

i=1

Aiw
psi+1 + bpβ1

w),

where TD(w) = Aps1

1 w
p2s1

+A1w+
∑D

i=2[A
ps1

i w
ps1+si

+(Aiw)ps1+yi ] is the auxiliary
linearized polynomial in Fq[x], and also Corollary 2.3.2 yields

S = ±
√

S2 = ±
√
|S|2.

Now, let us consider some basis {ω1, . . . , ωn} of Fq as a vector space Fq
∼= Fn

p .
Then, TD is actually a linear mapping over Fn

p by the same reason in Lemma 2.2.2.
More specifically, we have:

TD(ux) = uTD(x),
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for all u ∈ Fp and x ∈ Fq. (Obviously, the exponent p0 = 1 of u = up0
divides

the exponents of any monomial appearing in TD(x).) Let us take a n × n matrix
B = (bik), 1 ≤ i, k ≤ n over Fp which represents the corresponding mapping TD

over Fq. In other words, we have for each ωi in {ω1, . . . , ωn},

TD(ωi) =
n∑

k=1

bikωk,

bik ∈ Fp and equivalently:

y1ω1 + · · ·+ ynωn = TD(x1ω1 + · · ·+ xnωn) ⇐⇒ (y1, . . . , yn) = (x1, . . . , xn)B,

for (x1, . . . , xn), (y1, . . . , yn) ∈ Fn
p .

In order to actually compute the partial sum in the product |S|2, we need some
representation of the set of the roots of the equation TD(x) = 0. Suppose r =
rank(B) be the rank of the matrix B. Then, there are pn−r roots of TD(w) = 0 in
Fq (Note that w = 0 is always a root). So let l = n− r and assume that some basis
{η1, . . . , ηl} ⊂ Fq forms the set of the roots of TD(w) = 0 which is a subvector space
of Fn

p . Then, from the properties of linearity and powers of p of trace function we
have, for any η =

∑
i=1 xiηi ∈ ker(TD) with each xi ∈ Fp:

Tr(
D∑

i=1

Aiη
psi+1 + bpβ1

η) = Tr(
D∑

i=1

Ai(
l∑

j=1

xjηj)psi+1 + bpβ1 (
l∑

j=1

xjηj))

= Tr(
D∑

i=1

Ai(
l∑

j1=1

xj1ηj1) · (
l∑

j2=1

xj2ηj2)
psi + bpβ1 (

l∑

j=1

xjηj))

= Tr(
D∑

i=1

Ai(
l∑

j1=1

xj1ηj1) · (
l∑

j2=1

xpsi

j2
ηpsi

j2
) + bpβ1 (

l∑

j=1

xjηj))

=
D∑

i=1

l∑

j1=1

l∑

j2=1

Tr(Aixj1x
psi

j2
ηj1η

psi

j2
) +

l∑

j=1

Tr(bpβ1
xjηj)

=
D∑

i=1

l∑

j1=1

l∑

j2=1

xj1x
psi

j2
Tr(Aiηj1η

psi

j2
) +

l∑

j=1

xjTr(bpβ1
ηj)

=
D∑

i=1

l∑

j1=1

l∑

j2=1

xj1xj2Tr(Aiηj1η
psi

j2
) +

l∑

j=1

xjTr(bpβ1
ηj).

Therefore, we have:

χ1(
D∑

i=1

Aiη
psi+1+bpβ1

η) = exp(
2πi

p
(

D∑

i=1

l∑

j1=1

l∑

j2=1

xj1xj2Tr(Aiηj1η
psi

j2
)+

l∑

j=1

xjTr(bpβ1
ηj))).

Henceforth, let us consider the case p = 2. Now we have:

χ1(
D∑

i=1

Aiη
2si+1+b2β1

η) = exp(πi(
D∑

i=1

l∑

j1=1

l∑

j2=1

xj1xj2Tr(Aiηj1η
2si

j2 )+
l∑

j=1

xjTr(b2β1
ηj))).

By pre-computing the trace values:
{

γi,j1,j2 = Tr(Aiηj1η
2si

j2
),

ρj = Tr(b2β1
ηj),



10 TOMOHIRO HARAYAMA

for 1 ≤ i ≤ D, 1 ≤ j1, j2 ≤ l, we can evaluate the parity C(x1,...,xl):

C(x1,...,xl) =
D∑

i=1

l∑

j1=1

l∑

j2=1

xj1xj2γi,j1,j2 +
l∑

j=1

xjρj ∈ F2 = {0, 1}

for each (x1, . . . , xl) ∈ F l
2. Therefore, for the image of χ1 on the argument with

η ∈ ker(TD), we have either:

χ1(
D∑

i=1

Aiη
2si+1 + b2β1

η) = exp(πiC(x1,...,xl)) = 1,

if C(x1,...,xl) = 0, or:

χ1(
D∑

i=1

Aiη
2si+1 + b2β1

η) = exp(πiC(x1,...,xl)) = −1,

if C(x1,...,xl) = 1. We can combine these two cases as:

χ1(
D∑

i=1

Aiη
2si+1 + b2β1

η) = exp(πiC(x1,...,xl)) = 1− 2C(x1,...,xl),

for each root η =
∑l

i=1 xiηi ∈ ker(TD). As a result, we obtain:

|S|2 = |S(A1, . . . , AD, b2β1 )|2

= 2n
∑

TD(w)=0,w∈Fq

χ1(
D∑

i=1

Aiw
2si+1 + b2β1

w)

= 2n
∑

(x1,...,xl)∈F l
2,η=

∑l
i=1 xiηi

χ1(
D∑

i=1

Aiη
2si+1 + b2β1

η)

= 2n
∑

(x1,...,xl)∈F l
2

(1− 2C(x1,...,xl))

= 2n(2l − 2
∑

(x1,...,xl)∈F l
2

C(x1,...,xl)).

Note that since p = 2, the simple parity check of the value C(x1,...,xl) is sufficient
for obtaining the value χ1(

∑D
i=1 Aiη

2si+1 + b2β1
η) = exp(πiC(x1,...,xl)), rather than

performing complex number calculation with exp( 2π
p iT rp(X)) as is in p odd prime.

We can formulate the above Weil sum algorithm in the following.

Algorithm 2.3.3. (Weil Sum Algorithm (p = 2)). Assume that a basis {ω1, . . . , ωn}
of F2n ∼= Fn

2 is available before computation.

INPUT: f(x) =
∑D

i=1 aix
2αi+2βi +

∑L
i bix

2γi : central polynomial in F2n [x].
OUTPUT: |S|: the absolute value of Weil sum S of f(x).

(1) Compute the associated auxiliary linearized polynomial TD(x) ∈ F2n [x] as
in Theorem 2.2.1 (Suppose the rank of the kernel is l).

(2) Compute the basis {η1, . . . , ηl} of ker(TD).
(3) Let U be 0 ∈ Z.
(4) Compute γi,j1,j2 = Tr(Aiηj1η

2si

j2
) for 1 ≤ i ≤ D, 1 ≤ j1, j2 ≤ l
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(5) Compute ρj = Tr(b2β1
ηj) for 1 ≤ j ≤ l.

(6) For each (x1, . . . , xl) ∈ F l
2, evaluate:

C(x1,...,xl) =
D∑

i=1

l∑

j1=1

l∑

j2=1

xj1xj2γi,j1,j2 +
l∑

j=1

xjρj ∈ F2

and set U = U + C(x1,...,xl). (Note: integer addition.)
(7) Return 2n/2

√
2l − 2U .

Theorem 2.3.4. (Validity and Complexity). The Weil sum algorithm in Algorithm
2.3.3 computes the absolute value |S| of Weil sum S of the input central polynomial
f(x) =

∑D
i=1 aix

2αi+2βi +
∑L

i bix
2γi in F2n [x] in time:

O(CDLl2(n3 + 2l)),

where l is the dimension of the kernel of the auxiliary linearized polynomial TD(x)
and CDL = D + L is the sparsity of f(x).

Proof. Suppose that the basic arithmetic operations for the elements in Fq costs
O(log2 q)-time in RAM. When q = 2n, it takes O(n2)-time. The estimate of each
step of the algorithm is:

(1) Ai is obtained from 2n−ti -th power of ai, thus in O(CDLn3) time.
(2) Performing Gaussian Elimination on B to obtain the basis {η1, . . . , ηl} takes

O(n3) time.
(3) O(1) time.
(4) Trace Tr(x) = x + x2 + · · ·+ x2n−1

has n− 1 additions and n− 1 squarings
in F2n in O(n3) time. Thus, we have Dl2 ×O(n3) = O(Dl2n3)-time.

(5) l ×O(n3) = O(ln3)-time.
(6) 3×Dl2 + 1× l + 1 ops in F2. So O(2lDl2)-time.

Therefore we have:
O(CDLl2(n3 + 2l))-time.

The input size (number of bits required to represent f) is about CDLn log p =
CDLn log 2 and clearly the complexity does not depend on the degree of f(x) while
it primarily depends on the dimension l of the kernel of TD(x) and the extension
degree n of F2n . ¤

Note that Algorithm 2.3.3 does not resolve the sign of the Weil sum S since the
return value is the absolute value |S|. As is stated in the beginning of this chapter,
if central polynomial has a nonzero constant term, we can separately calculate the
character value of the constant and multiply by it the result obtained from the
Algorithm 2.3.3.

In practice, the dimension l of the kernel of the matrix B of TD(x) is usually
small so that the parity checking Step (6) in Algorithm 2.3.3 can be feasible for
randomly generated central polynomials with larger n of a cryptographic interest.

3. Conclusion

We developed parity checking-styled Weil sum Algorithm 2.3.3 which avoid the
complex number calculation for finite fields of characteristic p = 2. The algorithm
computes the absolute values of the Weil sums of the generic univariate polynomials
which fully characterize MQ problem of n polynomials in n indeterminates over F2.
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The proof method in the simplification procedures of Theorem 2.1.1 is a natural
extension of the combined results of Theorem 1.4. [14] and [3]. We showed that
at the level of Weil sum values we can work on the simplified form of central
polynomials in stead of dealing each coefficients appearing in the linearized terms
of the central polynomials. The auxiliary linearized polynomial turns into the index
set of partial Weil sum in Algorithm 2.3.3 whereby the dimension of its kernel
dominates the time complexity of the algorithm.

For many of the randomly generated central polynomials and their auxiliary
linearized polynomials, the kernels are often of dimension much smaller than the
extension degree n. We do not claim that this algorithm is optimal. It remains an
open question to improve the efficiency of the algorithm in addition to resolve the
sign of the absolute values.
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