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#### Abstract

A parity checking-styled Weil sum algorithm is presented for a general class of the univariate polynomials which fully characterize a system of $n$ polynomials in $n$ variables over $F_{2}$. The previously known proof methods of explicit Weil sum evaluation of Dembowski-Ostrom polynomials are extended to general case. The algorithm computes the absolute values of the Weil sums of the generic central polynomials in MQ problem.


## 1. Introduction

1.1. Character and Weil Sum. Let $p$ be a prime (2 or odd) and $q=p^{n}$ for integer $n$. We denote the finite field of $q$ elements by $F_{q} . F_{q}$ is often regarded as a vector space $F_{p}^{n}$ over $F_{p}$ of dimension $n$ with some basis. A trace function $T r_{t}: F_{q} \rightarrow F_{p^{t}}$ for some integer $t$ which divides $n$, is defined by $\operatorname{Tr}_{t}(x)=x+$ $x^{p^{t}}+x^{p^{2 t}}+\ldots+x^{p^{(n / t-1) t}}$ for all $x \in F_{q}$, and the absolute trace function is simply denoted by $\operatorname{Tr}$ (when $t=1$ ). Since we identify $F_{p}$ with $Z /(p)$, the image of absolute trace function of any $x \in F_{q}$ are merely the integers in $[0, p-1]$. The trace function satisfies: $\operatorname{Tr}_{t}(a x)=a \operatorname{Tr}(x), \operatorname{Tr}_{t}(x+y)=\operatorname{Tr}(x)+\operatorname{Tr}_{t}(y)$ and $\operatorname{Tr}_{t}\left(x^{p^{t}}\right)=\operatorname{Tr}_{t}(x)$ for all $x, y \in F_{q}$ and $a \in F_{p^{t}}$ (Theorem 2.23. [13]). We denote the canonical additive character by $\chi_{1}(x)=\exp (2 \pi i \operatorname{Tr}(x) / p)$ for $x \in F_{q}$. From Theorem 5.7 [13], any additive character $\chi_{a}$ of $F_{q}$ is obtained from $\chi_{a}(x)=\chi_{1}(a x)$ for all $x \in F_{q}$ with some $a \in F_{q}$. From the properties of trace function, we have: $\chi_{1}(x+y)=\chi_{1}(x) \chi_{1}(y)$ and $\chi_{1}\left(x^{p}\right)=\chi_{1}(x)$ for all $x, y \in F_{q}$. With a nontrivial additive character $\chi$ of $F_{q}$, the sum:

$$
\sum_{x \in F_{q}} \chi(f(x)),
$$

is called a Weil sum of a polynomial $f(x)$ (Chapter 5. [13]).
1.2. Multivariate Quadratic Problem and Central Polynomial. Multivariate quadratic cryptosystems (e.g., HFE system and variations: [15, 8, 6]. Tame transformation and variations: $[1,10]$. Others: $[11,16,17]$ ) rely their security on the computational hardness (cf. $[15,9]$ ) of a problem to solve randomly generated systems of multivariate quadratic polynomials over finite fields. This problem can be formally described as follows.
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Definition 1.2.1. (MQ Problem. cf. [5, 6]). Let $P_{1}, \ldots, P_{m} \in F_{q}\left[x_{1}, \ldots, x_{n}\right] m$ polynomials of $n$ variables over $F_{q}$, each of which has form:

$$
P_{k}\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_{i, j}^{(k)} x_{i} x_{j}+\sum_{i=1}^{n} \beta_{i}^{(k)} x_{i}+\gamma_{i}^{(k)},
$$

whereby $\alpha_{i, j}^{(k)}, \beta_{i}^{(k)}, \gamma_{i}^{(k)} \in F_{q}$ for all $1 \leq k \leq n$. Then, a $M Q$ problem denoted by $M Q(q, n, m)$ is a problem of solving indeterminates $x_{i} \in F_{q}$ of the random system of $m$ polynomial equations $y_{i}=P_{i}\left(x_{1}, \ldots, x_{n}\right)$ for $1 \leq i \leq m$.

Now, let $\phi$ be the standard linear bijection $\phi: F_{q^{n}} \rightarrow F_{q}^{n}$ (with some fixed basis of $F_{q^{n}}$ over $F_{q}$ ). We introduce an important fact about this MQ problem.

Lemma 1.2.2. (Kipnis and Shamir, 1999. [12]). Let $F=\left(P_{1}\left(x_{1}, \ldots, x_{n}\right), \ldots, P_{n}\left(x_{1}, \ldots, x_{n}\right)\right)$ be a system of $n$ multivariate polynomials of $M Q$ Problem $M Q(q, n, n)$ as is in Definition 1.2.1. Then, there exists an univariate polynomial over $F_{q^{n}}$ :

$$
f(x)=\sum_{i=1}^{D} a_{i} x^{q^{\alpha_{i}}+q^{\beta_{i}}}+\sum_{j=1}^{L} b_{j} x^{q^{\gamma_{j}}}+c
$$

where $D, L \in N, a_{i}, b_{j}, c \in F_{q^{n}}, \alpha_{i} \geq \beta_{i}, q^{\alpha_{i}}+q^{\beta_{i}}, q^{\gamma_{j}} \leq q^{n}-1$ for each $1 \leq i \leq$ $D, 1 \leq j \leq L$, such that

$$
\phi \circ f \circ \phi^{-1}\left(v_{1}, \ldots, v_{n}\right)=\left(P_{1}\left(v_{1}, \ldots, v_{n}\right), \ldots, P_{n}\left(v_{1}, \ldots, v_{n}\right)\right),
$$

for $\forall\left(v_{1}, \ldots, v_{n}\right) \in F_{p}^{n}$.
In this paper, we name the univariate polynomial associated with the $M Q(q, n, n)$ in Lemma 1.2.2 as follows.

Definition 1.2.3. (Central Polynomial). Given a system of $n$ multivariate polynomials $\left(P_{1}\left(x_{1}, \ldots, x_{n}\right), \ldots, P_{n}\left(x_{1}, \ldots, x_{n}\right)\right)$ of MQ problem $M Q(q, n, n)$. A central polynomial of multivariate quadratic cryptosystem based on $M Q(q, n, n)$ is the univariate polynomial in $F_{q^{n}}[x]$ of the form:

$$
\begin{equation*}
f(x)=\sum_{i=1}^{D} a_{i} x^{q^{\alpha_{i}}+q^{\beta_{i}}}+\sum_{j=1}^{L} b_{j} x^{q^{\gamma_{j}}}+c \tag{1.2.1}
\end{equation*}
$$

where $D, L \in N, a_{i}, b_{i}, c \in F_{q^{n}}, \alpha_{i} \geq \beta_{i}, q^{\alpha_{i}}+q^{\beta_{i}}, q^{\gamma_{j}} \leq q^{n}-1$ for each $1 \leq i \leq$ $D, 1 \leq j \leq L$, which are obtained from Lemma 1.2.2.

The term "central" purely comes from a cryptographic reason for the design methods of trapdoor structures commonly built in the concrete multivariate quadratic cryptosystems. In such systems the central polynomial of Definition 1.2.3 often appears at the center of the composition of 3 secret mappings over $F_{q^{n}} \cong F_{q}^{n}$ (in particular, for HFE systems $[15,8]$ ). We can also apply Kipnis and Shamir's Lemma 1.2.2 to express $M Q(q, n, n)$ itself by this central polynomial. When a central polynomial has no linearized and constant terms, the polynomial has a special name in the following.

Definition 1.2.4. (Dembowski-Ostrom Polynomial. [7, 2, 3, 4, 14]) . A polynomial in $F_{q^{n}}[x]$ of the form:

$$
f(x)=\sum_{i=1}^{D} a_{i} x^{q^{\alpha_{i}}+q^{\beta_{i}}},
$$

where $D \in N, a_{i} \in F_{q^{n}}, \alpha_{i} \geq \beta_{i}, q^{\alpha_{i}}+q^{\beta_{i}} \leq q^{n}-1$ for each $1 \leq i \leq D$, is called a Dembowski-Ostrom polynomial.

This quadratic multinomial is the source of the computational hardness gained in the MQ problem and MQ trapdoor function. We note that a Dembowski-Ostrom polynomial can be expressed by a product of two linearized polynomials (Definition 3.58. [13]) and from Kipnis-Shamir's Lemma 1.2.2 it corresponds to a homogeneous system over $F_{p}$ in the multivariate representation.

As a result, regardless of the concrete type of trapdoor structures designed in MQ problem, we can always work on the corresponding univariate polynomial over the extension field $F_{q^{n}}$ of form: $f(x)=\sum_{i=1}^{D} a_{i} x^{q^{\alpha_{i}}+q^{\beta_{i}}}+\sum_{j=1}^{L} b_{j} x^{q^{\gamma_{j}}}+c$ which is identical to that of central polynomial in Definition 1.2.3 for the system $F=$ $\left(P_{1}\left(x_{1}, \ldots, x_{n}\right), \ldots, P_{n}\left(x_{1}, \ldots, x_{n}\right)\right)$ over $F_{q}$. Similarly, we may have DembowskiOstrom polynomial: $f(x)=\sum_{i=1}^{D} a_{i} x^{\alpha^{\alpha_{i}}+q^{\beta_{i}}}$, when each multivariate polynomial $P_{k}$ of the system is a quadratic form (i.e. homogeneous quadratic polynomial).

## 2. Weil Sum Evaluation of Central Polynomial

Let $F_{q}$ be a finite field of characteristic $p$ (2 or any odd prime) and order $q=p^{n}$. We fix the two finite fields $F_{p}$ (Galois field) and $F_{q}$ (its extension) in this chapter. $F_{q}$ is regarded as a vector space $F_{p}^{n}$ over $F_{p}$ of dimension $n$ with some basis.

First we extend the previously known proof methods of explicit Weil sum evaluation of Dembowski-Ostrom polynomials [2, 3, 4, 14] to central polynomials in Definition 1.2.3.
2.1. Simplification of Central Polynomial. Let $S\left(a_{1}, \ldots, a_{D}, b_{1}, \ldots, b_{L}, c\right)$ (or simply $S$ ) denote the Weil sum of a central polynomial $f(x)=\sum_{i=1}^{D} a_{i} x^{p^{\alpha_{i}}+p^{\beta_{i}}}+$ $\sum_{j=1}^{L} b_{j} x^{p^{\gamma_{j}}}+c \in F_{q}[x]$ (Definition 1.2.3). Explicitly, with canonical additive character $\chi_{1}$ of $F_{q}$, we consider:

$$
S=S\left(a_{1}, \ldots, a_{D}, b_{1}, \ldots, b_{L}, c\right)=\sum_{x \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} a_{i} x^{p^{\alpha_{i}}+p^{\beta_{i}}}+\sum_{j=1}^{L} b_{j} x^{p^{\gamma_{j}}}+c\right)
$$

Applying the property of additive character to the constant term $c$ of $f(x)$ in the Weil sum $S$ yields an equivalent Weil sum:

$$
S=\chi_{1}(c)\left\{\sum_{x \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} a_{i} x^{p^{\alpha_{i}}+p^{\beta_{i}}}+\sum_{j=1}^{L} b_{j} x^{p^{\gamma_{j}}}\right)\right\}
$$

I.e., one can separately treat the image of $c$ by character $\chi_{1}$ when we evaluate the Weil sum value $S$. Therefore, without loss of generality, we can always assume that the constant term of central polynomials be zero $(f(0)=c=0)$ and may separately deal with the value $\chi_{1}(c)=\chi_{1}(f(0))$ at the final step of Weil sum evaluation algorithm.

In the following we will show that we can also simplify the linearized terms $\sum_{j=1}^{L} b_{j} x^{p^{\gamma_{j}}}$ in the central polynomial $f(x)=\sum_{i=1}^{D} a_{i} x^{p^{\alpha_{i}}+p^{\beta_{i}}}+\sum_{j=1}^{L} b_{j} x^{p^{\gamma_{j}}}$. The
newly introduced coefficients $A_{i} \in F_{q}$ and parameters $t_{i}, y_{i}, s_{i} \in Z$ and $b \in F_{q}$ in the following theorem will be later justified in the specification of the subsequent Theorem 2.2.1 regarding the auxiliary linearized polynomial of central polynomial.
Theorem 2.1.1. (Simplification of Central Polynomial). Let $f(x)$ be a central polynomial over $F_{q}$ of Definition 1.2.3 (with $f(0)=0$ ). Assume that we set the new coefficients $A_{i}$ such that $A_{i}^{p_{i}}=a_{i} \in F_{q}(1 \leq i \leq D)$ and parameters $t_{i}, y_{i}, s_{i} \in Z$, and $b \in F_{q}$ such that $t_{i} \equiv \beta_{i}-\beta_{1} \bmod n(1 \leq i \leq D)$, and $y_{i}=n-s_{i}(2 \leq i \leq D)$, $s_{i}=\alpha_{i}-\beta_{i} \geq 0(1 \leq i \leq D)$ and $b=\sum_{j=1}^{L} b_{j}^{p^{e-\gamma_{j}}}$. Then, we can express the Weil $\operatorname{sum} S=S\left(a_{1}, \ldots, a_{D}, b_{1}, \ldots, b_{L}\right)$ of $f(x)$ as:

$$
S=\sum_{x \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} A_{i} x^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} x\right)
$$

We call the polynomial $\sum_{i=1}^{D} A_{i} x^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} x$ the simplified central polynomial of $f(x)$.
Proof. The proof of the simplification consists of the two parts. First, we simplify the linearized terms $\sum_{j=1}^{L} b_{j} x^{p^{\gamma_{j}}}$ in central polynomial $f(x)$ into a single linear term. In the transformations below, we repeatedly apply the properties of additive character when splitting and joining the arguments of $\chi_{1}$ and taking the various powers of $p$ inside the each argument. The first transformation is the following.

$$
\begin{aligned}
\sum_{x \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} a_{i} x^{p^{\alpha_{i}}+p^{\beta_{i}}}+\sum_{j=1}^{L} b_{j} x^{p^{\gamma_{j}}}\right) & =\sum_{x \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} a_{i} x^{p^{\alpha_{i}}+p^{\beta_{i}}}\right) \chi_{1}\left(\sum_{j=1}^{L} b_{j} x^{p^{\gamma_{j}}}\right) \\
& =\sum_{x \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} a_{i} x^{p^{\alpha_{i}}+p^{\beta_{i}}}\right) \prod_{j=1}^{L} \chi_{1}\left(b_{j} x^{p^{\gamma_{j}}}\right) \\
& =\sum_{x \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} a_{i} x^{p^{\alpha_{i}}+p^{\beta_{i}}}\right) \prod_{j=1}^{L} \chi_{1}\left(b_{j}^{p^{e-\gamma_{j}}} x^{p^{e}}\right) \\
& =\sum_{x \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} a_{i} x^{p^{\alpha_{i}}+p^{\beta_{i}}}\right) \prod_{j=1}^{L} \chi_{1}\left(b_{j}^{p^{e-\gamma_{j}}} x\right) \\
& =\sum_{x \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} a_{i} x^{p^{\alpha_{i}}+p^{\beta_{i}}}\right) \chi_{1}\left(\sum_{j=1}^{L} b_{j}^{p^{e-\gamma_{j}}} x\right) \\
& =\sum_{x \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} a_{i} x^{p^{\alpha_{i}}+p^{\beta_{i}}}\right) \chi_{1}(b x) \\
& =\sum_{x \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} a_{i} x^{p^{\alpha_{i}}+p^{\beta_{i}}}+b x\right)
\end{aligned}
$$

Therefore, the linearized terms $\sum_{j=1}^{L} b_{j} x^{p^{\gamma_{j}}}$ of $f(x)$ is turned into a single linear term $b x$ where $b=\sum_{j=1}^{L} b_{j}^{p^{e-\gamma_{j}}}$ and thus we have $S=S\left(a_{1}, \ldots, a_{D}, b_{1}, \ldots, b_{L}\right)=$ $S\left(a_{1}, \ldots, a_{D}, b\right)$.

Next, we replace the coefficients $a_{i}$ 's with the new coefficients $A_{i} \in F_{q}$ under the new integer parameters $t_{i} \equiv \beta_{i}-\beta_{1} \bmod n(1 \leq i \leq D), y_{i}=n-s_{i}(2 \leq i \leq D)$,
$s_{i}=\alpha_{i}-\beta_{i} \geq 0(1 \leq i \leq D)$. I.e., We have:

$$
\begin{aligned}
S\left(a_{1}, \ldots, a_{D}, b\right) & =\sum_{x \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} a_{i} x^{p^{\alpha_{i}}+p^{\beta_{i}}}+b x\right) \\
& =\sum_{x \in F_{q}} \prod_{i=1}^{D} \chi_{1}\left(a_{i} x^{p^{\alpha_{i}}+p^{\beta_{i}}}\right) \chi_{1}(b x) \\
& =\sum_{x \in F_{q}} \prod_{i=1}^{D} \chi_{1}\left(a_{i} x^{p^{\beta_{i}}\left(p^{s_{i}}+1\right)}\right) \chi_{1}(b x) \\
& =\sum_{x \in F_{q}} \prod_{i=1}^{D} \chi_{1}\left(A_{i}^{p^{t_{i}}}\left(x^{p^{\beta_{1}}}\right)^{p^{t_{i}}\left(p^{s_{i}}+1\right)}\right) \chi_{1}\left(b^{p^{\beta_{1}}} x^{p^{\beta_{1}}}\right) \\
& =\sum_{u \in F_{q}} \prod_{i=1}^{D} \chi_{1}\left(\left(A_{i} u^{p^{s_{i}}+1}\right)^{p^{t_{i}}}\right) \chi_{1}\left(b^{p^{\beta_{1}}} u\right)\left[\text { Note: } u=x^{p^{\beta_{1}}}\right] \\
& =\sum_{u \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} A_{i} u^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} u\right) .
\end{aligned}
$$

Therefore, we obtain the simplification $S\left(a_{1}, \ldots, a_{D}, b\right)=S\left(A_{1}, \ldots, A_{D}, b\right)$, i.e., the equivalent Weil sum of the form:

$$
S=\sum_{x \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} A_{i} x^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} x\right),
$$

with the simplified central polynomial $\sum_{i=1}^{D} A_{i} x^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} x$. We obtained the desired result.

This theorem says that at the level of Weil sum values the Weil sum of generic central polynomial is equal to that of special type of central polynomial of form

$$
\sum_{i=1}^{D} A_{i} x^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} x
$$

This is the reason we name this type a simplified central polynomial.
2.2. Weil Sum of Central Polynomial. It is shown that in Theorem 2.1.1 the Weil sum of an arbitrary central polynomial $\sum_{i=1}^{D} a_{i} x^{p^{\alpha_{i}}+p^{\beta_{i}}}+\sum_{j=1}^{L} b_{j} x^{p^{\gamma_{j}}}$ (no constant term) over $F_{q}$ is equivalent to that of the corresponding simplified central polynomial of the form $\sum_{i=1}^{D} A_{i} x^{p^{s_{i}+1}}+b^{p^{\beta_{1}}} x$ with specially introduced new coefficients $A_{i} \in F_{q}$ and parameters $t_{i}, y_{i}, s_{i} \in Z$ and $b \in F_{q}$. In the following theorem, we will justify their occurrences. We will deduce the auxiliary linearized polynomial, denoted by $T_{D}(x)$ in $F_{q}[x]$. This linearized polynomial naturally appears during the calculation in the proof and afterward enables us to compute the concrete absolute value of the Weil sum. As is common in the proof techniques of explicit evaluation of Weil sum, we start with taking the product of the Weil sum and its conjugate. Note that the $p$ can be either 2 or any odd prime.

Theorem 2.2.1. (Auxiliary Linearized Polynomial. cf. Theorem 1.4. [14]). Let $f(x)$ be a central polynomial over $F_{q}$ of Definition 1.2 .3 (with $f(0)=0$ ), and $S$ be the Weil sum of $f(x)$. Then, the product $|S|^{2}=S \bar{S}$ is:

$$
|S|^{2}=q \sum_{T_{D}(w)=0, w \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} A_{i} w^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} w\right),
$$

whereby $A_{i}$ 's are the new coefficients such that $A_{i}^{p_{i}}=a_{i}(1 \leq i \leq D), t_{i}, y_{i}, s_{i}$ and $b$ are the new parameters such that $t_{i} \equiv \beta_{i}-\beta_{1} \bmod n(1 \leq i \leq D), y_{i}=n-s_{i}$ $(2 \leq i \leq D), s_{i}=\alpha_{i}-\beta_{i} \geq 0(1 \leq i \leq D)$ and $b=\sum_{j=1}^{L} b_{j}^{p^{e-\gamma_{j}}}$. The index $w$ of the outer sum runs throughout the set of roots in $F_{q}$ of a linearized polynomial defined as:

$$
T_{D}(w)=A_{1}^{p^{s 1}} w^{p^{2 s_{1}}}+A_{1} w+\sum_{i=2}^{D}\left[A_{i}^{p^{s 1}} w^{p^{s_{1}+s_{i}}}+\left(A_{i} w\right)^{p^{s_{1}+y_{i}}}\right]
$$

Proof. From Theorem 2.1.1 we can work on the simplified central polynomial $\sum_{i=1}^{D} A_{i} x^{s^{s_{i}}+1}+b^{p^{\beta_{1}}} x$ over $F_{q}$. I.e., the Weil sum is expressed by:

$$
S=S\left(A_{1}, \ldots, A_{D}, b^{p^{\beta_{1}}}\right)=\sum_{x \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} A_{i} x^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} x\right)
$$

Now, let us take the product $|S|^{2}=S\left(A_{1}, \ldots, A_{D}, b^{p^{\beta_{1}}}\right) \overline{S\left(A_{1}, \ldots, A_{D}, b^{p^{\beta_{1}}}\right)}$. We will show that the linearized polynomial $T_{D}(x)$ naturally appears during the course of simplification of this product. As is in the transformation in Theorem 2.1.1, we repeatedly apply the properties of additive character when splitting and joining the arguments of $\chi_{1}$ and taking the various powers of $p$ inside the each argument. First we have:

$$
\begin{aligned}
|S|^{2} & =S \bar{S} \\
& =\left\{\sum_{u \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} A_{i} u^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} u\right)\right\} \cdot\left\{\sum_{v \in F_{q}} \overline{\chi_{1}}\left(\sum_{i=1}^{D}+A_{i} v^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} v\right)\right\} \\
& =\left\{\sum_{u \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} A_{i} u^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} u\right)\right\} \cdot\left\{\sum_{v \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D}-A_{i} v^{p^{s_{i}}+1}-b^{p^{\beta_{1}}} v\right)\right\} \\
& =\sum_{u, v \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} A_{i}\left[u^{p^{s_{i}}+1}-v^{p^{s_{i}}+1}\right]+b^{p^{\beta_{1}}}(u-v)\right) \\
& =\sum_{w, v \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} A_{i}\left[(w+v)^{p^{s_{i}}+1}-v^{p^{s_{i}}+1}\right]+b^{p^{\beta_{1}}} w\right) \\
& =\sum_{w, v \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} A_{i}\left(w^{p^{s_{i}}+1}+w v^{p^{s_{i}}+1}+v w^{p^{s_{i}}+1}\right)+b^{\beta^{s_{1}}} w\right) \\
& =\sum_{w, v \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} A_{i} w^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} w\right) \cdot \chi_{1}\left(\sum_{i=1}^{D} A_{i}\left(w v^{p^{s_{i}}}+v w^{p^{s_{i}}}\right)\right) .
\end{aligned}
$$

We can further simplify the character $C_{w, v}=\chi_{1}\left(\sum_{i=1}^{D} A_{i}\left(w v^{p^{s_{i}}}+v w^{p^{s_{i}}}\right)\right)$ as follows.

$$
\begin{aligned}
C_{w, v} & =\chi_{1}\left(\sum_{i=1}^{D} A_{i}\left(w v^{p^{s_{i}}}+v w^{p^{s_{i}}}\right)\right) \\
& =\chi_{1}\left(A_{1} v w^{p^{s_{1}}}+A_{1} w v^{p^{s_{1}}}+\sum_{i=2}^{D} A_{i} v w^{p^{s_{i}}}+\sum_{i=2}^{D} A_{i} w v^{p^{s_{i}}}\right) \\
& =\chi_{1}\left(A_{1}^{p^{s_{1}}} v^{p^{s_{1}}} w^{p^{2 s_{1}}}+A_{1} w v^{p^{s_{1}}}+\sum_{i=2}^{D} A_{i}^{p^{s_{1}}} v^{p^{s_{1}}} w^{p^{s_{i}+s_{1}}}+\sum_{i=2}^{D}\left(A_{i} w\right)^{p^{s_{1}+y_{i}}} v^{p^{s_{1}}}\right) \\
& =\chi_{1}\left(v^{p^{s_{1}}} T_{D}(w)\right) .
\end{aligned}
$$

Therefore, we have:

$$
|S|^{2}=\sum_{w \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} A_{i} w^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} w\right) \cdot \sum_{v \in F_{q}} \chi_{1}\left(v^{p^{s_{1}}} T_{D}(w)\right) .
$$

Recall that $v^{p^{s_{1}}}$ runs throughout $F_{q}$ as $v$ runs throughout $F_{q}$. Also, the inner sum $\sum_{v \in F_{q}} \chi_{1}\left(v^{p^{s_{1}}} T_{D}(w)\right)$ is zero unless $T_{n}(w)=0$ for the index $w \in F_{q}$ of the outer sum, because otherwise $v^{p^{s_{1}}} T_{D}(w)$ also runs throughout $F_{q}$ as $v$ runs throughout $F_{q}$. Therefore we have:

$$
|S|^{2}=q \sum_{T_{D}(w)=0, w \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} A_{i} w^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} w\right)
$$

which is the desired result.
Finally, we will show a lemma regarding the set of roots of the auxiliary linearized polynomial of central polynomial.

Lemma 2.2.2. (Roots of Auxiliary Linearized Polynomial. Lemma 3.4 [14]). Let $T_{D}(x)$ be an auxiliary linearized polynomial over $F_{q}$ defined in Theorem 2.2.1. Suppose that $\varepsilon=\operatorname{gcd}_{2 \leq i \leq D}\left(2 s_{1}, s_{1}+s_{i}, s_{1}+y_{i}, n\right)$. Then, the set of roots of $T_{D}(x)$ forms a linear subspace of $F_{q}$ over $F_{p^{\varepsilon}}$ and is isomorphic to $F_{p^{t \varepsilon}}$ for some integer $t \in Z$.
Proof. For any monomial $x^{p^{\alpha}}$ in $T_{D}(x)=A_{1}^{p^{s 1}} x^{p^{2 s_{1}}}+A_{1} x+\sum_{i=2}^{D}\left[A_{i}^{p^{s 1}} x^{p^{s_{1}+s_{i}}}+\right.$ $\left.\left(A_{i} x\right)^{p^{s_{1}+y_{i}}}\right]$, the exponent $\alpha$ is divisible by the greatest common divisor $\varepsilon$. Therefore for any $u \in F_{p^{\varepsilon}}, u^{p^{\alpha}}=\left(\left(\left(u^{p^{\varepsilon}}\right)^{p^{\varepsilon}}\right) \cdots\right)^{p^{\varepsilon}}=u(\alpha / \varepsilon$ times $)$. Hence we have:

$$
\begin{aligned}
T_{D}(u x) & =A_{1}^{p^{s 1}}(u x)^{p^{2 s_{1}}}+A_{1} u x+\sum_{i=2}^{D}\left[A_{i}^{p^{s 1}}(u x)^{p^{s_{1}+s_{i}}}+\left(A_{i} u x\right)^{p^{s_{1}+y_{i}}}\right] \\
& =A_{1}^{p^{s 1}} u x^{p^{2 s_{1}}}+A_{1} u x+\sum_{i=2}^{D}\left[A_{i}^{p^{s 1}} u x^{p^{s_{1}+s_{i}}}+u\left(A_{i} x\right)^{p^{s_{1}+y_{i}}}\right] \\
& =u T_{D}(x)
\end{aligned}
$$

for all $u \in F_{p^{\varepsilon}}$. That is, the set of roots of $T_{D}(x)$ is a linear subspace of $F_{q}$ over $F_{p^{\varepsilon}}$. By setting $t \in Z$ the dimension of this subvector space over $F_{p^{\varepsilon}}$, the set of the roots of $T_{D}(x)$ is $F_{p^{\varepsilon}}^{t} \simeq F_{p^{\varepsilon \varepsilon}}$ and its cardinality is $p^{\varepsilon t}$.
2.3. Weil Sum Algorithm for Central Polynomial. For finite fields of characteristic $p=2$, the Weil sum with canonical additive character is guaranteed to be real. It should be noted that this fact is quite different from those in the cases when $p$ is odd prime [14]. We have the following lemma for $p=2$.

Lemma 2.3.1. (Character $(p=2)$ ). Let $F_{q}$ be of characteristic $p=2$. Then, for any $u \in F_{q}, \chi_{1}(u)$ is real.
Proof. It is a simple matter to show that from the definition of canonical additive character, for any $u \in F_{q}$, we have:

$$
\chi_{1}(u)=\exp \left(\frac{2 \pi i}{p} \operatorname{Tr}(u)\right)=\exp (\pi i \operatorname{Tr}(u))
$$

Since the image of $u \in F_{q}$ by the absolute trace function $\operatorname{Tr}(u)=\operatorname{Tr}_{1}(u)$ is in $\{0,1\}=F_{2}$, the value $\chi_{1}(u)$ is either 1 or -1 , which is real.

It is followed that by Lemma 2.3.1 when $p=2$ we also have:
Corollary 2.3.2. Let $p=2$ and $S$ the Weil sum of central polynomial $f(x)$ as is in Theorem 2.2.1. Then, $S$ is real and $|S|^{2}=S^{2}$.

This corollary readily embraces the important idea for the efficient Weil sum algorithm (for $p=2$ ). I.e., for finite fields of $p=2$, if we can compute the product of the Weil sum $S$ and its conjugate $\bar{S}$ as is in Theorem 2.2.1, then we can obtain the absolute value of the Weil sum $|S|$. To see this more specifically, let $f(x)$ be a central polynomial

$$
f(x)=\sum_{i=1}^{D} a_{i} x^{p^{\alpha_{i}}+p^{\beta_{i}}}+\sum_{j=1}^{L} b_{j} x^{p^{\gamma_{j}}} \in F_{q}[x]
$$

Theorem 2.1.1 says that we can express its Weil sum $S=S\left(a_{1}, \ldots, a_{D}, b_{1}, \ldots, b_{L}\right)$ as

$$
S=\sum_{x \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} A_{i} x^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} x\right)
$$

where $\sum_{i=1}^{D} A_{i} x^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} x$ is the simplified central polynomial with coefficients $A_{i}^{p_{i}}=a_{i}(1 \leq i \leq D)$ and parameters $t_{i} \equiv \beta_{i}-\beta_{1} \bmod n(1 \leq i \leq D), y_{i}=n-s_{i}$ $(2 \leq i \leq D), s_{i}=\alpha_{i}-\beta_{i} \geq 0(1 \leq i \leq D)$, and $b=\sum_{j=1}^{L} b_{j}^{p^{e-\gamma_{j}}}$ as usual. By the theorem of auxiliary linearized polynomial Theorem 2.2.1, the product $|S|^{2}=S \bar{S}$ is expressed by:

$$
|S|^{2}=q \sum_{T_{D}(w)=0, w \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} A_{i} w^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} w\right)
$$

where $T_{D}(w)=A_{1}^{p^{s 1}} w^{p^{2 s_{1}}}+A_{1} w+\sum_{i=2}^{D}\left[A_{i}^{p^{s 1}} w^{p^{s_{1}+s_{i}}}+\left(A_{i} w\right)^{p^{s_{1}+y_{i}}}\right]$ is the auxiliary linearized polynomial in $F_{q}[x]$, and also Corollary 2.3.2 yields

$$
S= \pm \sqrt{S^{2}}= \pm \sqrt{|S|^{2}}
$$

Now, let us consider some basis $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ of $F_{q}$ as a vector space $F_{q} \cong F_{p}^{n}$. Then, $T_{D}$ is actually a linear mapping over $F_{p}^{n}$ by the same reason in Lemma 2.2.2. More specifically, we have:

$$
T_{D}(u x)=u T_{D}(x),
$$

for all $u \in F_{p}$ and $x \in F_{q}$. (Obviously, the exponent $p^{0}=1$ of $u=u^{p^{0}}$ divides the exponents of any monomial appearing in $T_{D}(x)$.) Let us take a $n \times n$ matrix $B=\left(b_{i k}\right), 1 \leq i, k \leq n$ over $F_{p}$ which represents the corresponding mapping $T_{D}$ over $F_{q}$. In other words, we have for each $\omega_{i}$ in $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$,

$$
T_{D}\left(\omega_{i}\right)=\sum_{k=1}^{n} b_{i k} \omega_{k}
$$

$b_{i k} \in F_{p}$ and equivalently:

$$
y_{1} \omega_{1}+\cdots+y_{n} \omega_{n}=T_{D}\left(x_{1} \omega_{1}+\cdots+x_{n} \omega_{n}\right) \Longleftrightarrow\left(y_{1}, \ldots, y_{n}\right)=\left(x_{1}, \ldots, x_{n}\right) B
$$

for $\left(x_{1}, \ldots, x_{n}\right),\left(y_{1}, \ldots, y_{n}\right) \in F_{p}^{n}$.
In order to actually compute the partial sum in the product $|S|^{2}$, we need some representation of the set of the roots of the equation $T_{D}(x)=0$. Suppose $r=$ $\operatorname{rank}(B)$ be the rank of the matrix $B$. Then, there are $p^{n-r}$ roots of $T_{D}(w)=0$ in $F_{q}$ (Note that $w=0$ is always a root). So let $l=n-r$ and assume that some basis $\left\{\eta_{1}, \ldots, \eta_{l}\right\} \subset F_{q}$ forms the set of the roots of $T_{D}(w)=0$ which is a subvector space of $F_{p}^{n}$. Then, from the properties of linearity and powers of $p$ of trace function we have, for any $\eta=\sum_{i=1} x_{i} \eta_{i} \in \operatorname{ker}\left(T_{D}\right)$ with each $x_{i} \in F_{p}$ :

$$
\begin{aligned}
\operatorname{Tr}\left(\sum_{i=1}^{D} A_{i} \eta^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} \eta\right) & =\operatorname{Tr}\left(\sum_{i=1}^{D} A_{i}\left(\sum_{j=1}^{l} x_{j} \eta_{j}\right)^{p^{s_{i}}+1}+b^{p^{\beta_{1}}}\left(\sum_{j=1}^{l} x_{j} \eta_{j}\right)\right) \\
& =\operatorname{Tr}\left(\sum_{i=1}^{D} A_{i}\left(\sum_{j_{1}=1}^{l} x_{j_{1}} \eta_{j_{1}}\right) \cdot\left(\sum_{j_{2}=1}^{l} x_{j_{2}} \eta_{j_{2}}\right)^{p^{s_{i}}}+b^{p^{\beta_{1}}}\left(\sum_{j=1}^{l} x_{j} \eta_{j}\right)\right) \\
& =\operatorname{Tr}\left(\sum_{i=1}^{D} A_{i}\left(\sum_{j_{1}=1}^{l} x_{j_{1}} \eta_{j_{1}}\right) \cdot\left(\sum_{j_{2}=1}^{l} x_{j_{2}}^{p^{s_{i}}} \eta_{j_{2}}^{p_{i}}\right)+b^{p^{\beta_{1}}}\left(\sum_{j=1}^{l} x_{j} \eta_{j}\right)\right) \\
& =\sum_{i=1}^{D} \sum_{j_{1}=1}^{l} \sum_{j_{2}=1}^{l} \operatorname{Tr}\left(A_{i} x_{j_{1}} x_{j_{2}}^{p_{i}} \eta_{j_{1}} \eta_{j_{2}}^{p_{i}}\right)+\sum_{j=1}^{l} \operatorname{Tr}\left(b^{p^{\beta_{1}}} x_{j} \eta_{j}\right) \\
& =\sum_{i=1}^{D} \sum_{j_{1}=1}^{l} \sum_{j_{2}=1}^{l} x_{j_{1}} x_{j_{2}}^{p^{s_{i}}} \operatorname{Tr}\left(A_{i} \eta_{j_{1}} \eta_{j_{2}}^{p_{i}}\right)+\sum_{j=1}^{l} x_{j} \operatorname{Tr}\left(b^{p^{\beta_{1}}} \eta_{j}\right) \\
& =\sum_{i=1}^{D} \sum_{j_{1}=1}^{l} \sum_{j_{2}=1}^{l} x_{j_{1}} x_{j_{2}} \operatorname{Tr}\left(A_{i} \eta_{j_{1}} \eta_{j_{2}}^{p^{s_{i}}}\right)+\sum_{j=1}^{l} x_{j} \operatorname{Tr}\left(b^{p^{\beta_{1}}} \eta_{j}\right) .
\end{aligned}
$$

Therefore, we have:

$$
\chi_{1}\left(\sum_{i=1}^{D} A_{i} \eta^{p^{s_{i}}+1}+b^{p^{\beta_{1}}} \eta\right)=\exp \left(\frac{2 \pi i}{p}\left(\sum_{i=1}^{D} \sum_{j_{1}=1}^{l} \sum_{j_{2}=1}^{l} x_{j_{1}} x_{j_{2}} \operatorname{Tr}\left(A_{i} \eta_{j_{1}} \eta_{j_{2}}^{p^{s_{i}}}\right)+\sum_{j=1}^{l} x_{j} \operatorname{Tr}\left(b^{p^{\beta_{1}}} \eta_{j}\right)\right)\right)
$$

Henceforth, let us consider the case $\mathbf{p}=\mathbf{2}$. Now we have:
$\chi_{1}\left(\sum_{i=1}^{D} A_{i} \eta^{2^{s_{i}}+1}+b^{2^{\beta_{1}}} \eta\right)=\exp \left(\pi i\left(\sum_{i=1}^{D} \sum_{j_{1}=1}^{l} \sum_{j_{2}=1}^{l} x_{j_{1}} x_{j_{2}} \operatorname{Tr}\left(A_{i} \eta_{j_{1}} \eta_{j_{2}}^{s_{i}}\right)+\sum_{j=1}^{l} x_{j} \operatorname{Tr}\left(b^{2^{\beta_{1}}} \eta_{j}\right)\right)\right)$.
By pre-computing the trace values:

$$
\left\{\begin{array}{l}
\gamma_{i, j_{1}, j_{2}}=\operatorname{Tr}\left(A_{i} \eta_{j_{1}} \eta_{j_{2}}^{2^{s_{i}}}\right) \\
\rho_{j}=\operatorname{Tr}\left(b^{2^{\beta_{1}}} \eta_{j}\right)
\end{array}\right.
$$

for $1 \leq i \leq D, 1 \leq j_{1}, j_{2} \leq l$, we can evaluate the parity $C_{\left(x_{1}, \ldots, x_{l}\right)}$ :

$$
C_{\left(x_{1}, \ldots, x_{l}\right)}=\sum_{i=1}^{D} \sum_{j_{1}=1}^{l} \sum_{j_{2}=1}^{l} x_{j_{1}} x_{j_{2}} \gamma_{i, j_{1}, j_{2}}+\sum_{j=1}^{l} x_{j} \rho_{j} \in F_{2}=\{0,1\}
$$

for each $\left(x_{1}, \ldots, x_{l}\right) \in F_{2}^{l}$. Therefore, for the image of $\chi_{1}$ on the argument with $\eta \in \operatorname{ker}\left(T_{D}\right)$, we have either:

$$
\chi_{1}\left(\sum_{i=1}^{D} A_{i} \eta^{2^{s_{i}}+1}+b^{2^{\beta_{1}}} \eta\right)=\exp \left(\pi i C_{\left(x_{1}, \ldots, x_{l}\right)}\right)=1
$$

if $C_{\left(x_{1}, \ldots, x_{l}\right)}=0$, or:

$$
\chi_{1}\left(\sum_{i=1}^{D} A_{i} \eta^{2^{s_{i}}+1}+b^{2^{\beta_{1}}} \eta\right)=\exp \left(\pi i C_{\left(x_{1}, \ldots, x_{l}\right)}\right)=-1
$$

if $C_{\left(x_{1}, \ldots, x_{l}\right)}=1$. We can combine these two cases as:

$$
\chi_{1}\left(\sum_{i=1}^{D} A_{i} \eta^{2^{s_{i}}+1}+b^{2^{\beta_{1}}} \eta\right)=\exp \left(\pi i C_{\left(x_{1}, \ldots, x_{l}\right)}\right)=1-2 C_{\left(x_{1}, \ldots, x_{l}\right)}
$$

for each root $\eta=\sum_{i=1}^{l} x_{i} \eta_{i} \in \operatorname{ker}\left(T_{D}\right)$. As a result, we obtain:

$$
\begin{aligned}
|S|^{2} & =\left|S\left(A_{1}, \ldots, A_{D}, b^{2^{\beta_{1}}}\right)\right|^{2} \\
& =2^{n} \sum_{T_{D}(w)=0, w \in F_{q}} \chi_{1}\left(\sum_{i=1}^{D} A_{i} w^{2^{s_{i}}+1}+b^{2^{\beta_{1}}} w\right) \\
& =2^{n} \sum_{\left(x_{1}, \ldots, x_{l}\right) \in F_{2}^{l}, \eta=\sum_{i=1}^{l} x_{i} \eta_{i}} \chi_{1}\left(\sum_{i=1}^{D} A_{i} \eta^{2^{s_{i}}+1}+b^{2^{\beta_{1}}} \eta\right) \\
& =2^{n} \sum_{\left(x_{1}, \ldots, x_{l}\right) \in F_{2}^{l}}\left(1-2 C_{\left(x_{1}, \ldots, x_{l}\right)}\right) \\
& =2^{n}\left(2^{l}-2 \sum_{\left(x_{1}, \ldots, x_{l}\right) \in F_{2}^{l}} C_{\left(x_{1}, \ldots, x_{l}\right)}\right) .
\end{aligned}
$$

Note that since $p=2$, the simple parity check of the value $C_{\left(x_{1}, \ldots, x_{l}\right)}$ is sufficient for obtaining the value $\chi_{1}\left(\sum_{i=1}^{D} A_{i} \eta^{2_{i}+1}+b^{2^{\beta_{1}}} \eta\right)=\exp \left(\pi i C_{\left(x_{1}, \ldots, x_{l}\right)}\right)$, rather than performing complex number calculation with $\exp \left(\frac{2 \pi}{p} i T r_{p}(X)\right)$ as is in $p$ odd prime. We can formulate the above Weil sum algorithm in the following.
Algorithm 2.3.3. (Weil Sum Algorithm $(p=2)$ ). Assume that a basis $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ of $F_{2^{n}} \cong F_{2}^{n}$ is available before computation.

INPUT: $f(x)=\sum_{i=1}^{D} a_{i} x^{2^{\alpha_{i}}+2^{\beta_{i}}}+\sum_{i}^{L} b_{i} x^{2^{\gamma_{i}}}$ : central polynomial in $F_{2^{n}}[x]$.
OUTPUT: $|S|$ : the absolute value of Weil sum $S$ of $f(x)$.
(1) Compute the associated auxiliary linearized polynomial $T_{D}(x) \in F_{2^{n}}[x]$ as in Theorem 2.2.1 (Suppose the rank of the kernel is l).
(2) Compute the basis $\left\{\eta_{1}, \ldots, \eta_{l}\right\}$ of $\operatorname{ker}\left(T_{D}\right)$.
(3) Let $U$ be $0 \in Z$.
(4) Compute $\gamma_{i, j_{1}, j_{2}}=\operatorname{Tr}\left(A_{i} \eta_{j_{1}} \eta_{j_{2}}^{2^{s_{i}}}\right)$ for $1 \leq i \leq D, 1 \leq j_{1}, j_{2} \leq l$
(5) Compute $\rho_{j}=\operatorname{Tr}\left(b^{2^{\beta_{1}}} \eta_{j}\right)$ for $1 \leq j \leq l$.
(6) For each $\left(x_{1}, \ldots, x_{l}\right) \in F_{2}^{l}$, evaluate:

$$
C_{\left(x_{1}, \ldots, x_{l}\right)}=\sum_{i=1}^{D} \sum_{j_{1}=1}^{l} \sum_{j_{2}=1}^{l} x_{j_{1}} x_{j_{2}} \gamma_{i, j_{1}, j_{2}}+\sum_{j=1}^{l} x_{j} \rho_{j} \in F_{2}
$$

and set $U=U+C_{\left(x_{1}, \ldots, x_{l}\right)}$. (Note: integer addition.)
(7) Return $2^{n / 2} \sqrt{2^{l}-2 U}$.

Theorem 2.3.4. (Validity and Complexity). The Weil sum algorithm in Algorithm 2.3 .3 computes the absolute value $|S|$ of Weil sum $S$ of the input central polynomial $f(x)=\sum_{i=1}^{D} a_{i} x^{2^{\alpha_{i}}+2^{\beta_{i}}}+\sum_{i}^{L} b_{i} x^{2^{\gamma_{i}}}$ in $F_{2^{n}}[x]$ in time:

$$
O\left(C_{D L} l^{2}\left(n^{3}+2^{l}\right)\right)
$$

where $l$ is the dimension of the kernel of the auxiliary linearized polynomial $T_{D}(x)$ and $C_{D L}=D+L$ is the sparsity of $f(x)$.

Proof. Suppose that the basic arithmetic operations for the elements in $F_{q}$ costs $O\left(\log ^{2} q\right)$-time in RAM. When $q=2^{n}$, it takes $O\left(n^{2}\right)$-time. The estimate of each step of the algorithm is:
(1) $A_{i}$ is obtained from $2^{n-t_{i}}$-th power of $a_{i}$, thus in $O\left(C_{D L} n^{3}\right)$ time.
(2) Performing Gaussian Elimination on $B$ to obtain the basis $\left\{\eta_{1}, \ldots, \eta_{l}\right\}$ takes $O\left(n^{3}\right)$ time.
(3) $O(1)$ time.
(4) Trace $\operatorname{Tr}(x)=x+x^{2}+\cdots+x^{2^{n-1}}$ has $n-1$ additions and $n-1$ squarings in $F_{2^{n}}$ in $O\left(n^{3}\right)$ time. Thus, we have $D l^{2} \times O\left(n^{3}\right)=O\left(D l^{2} n^{3}\right)$-time.
(5) $l \times O\left(n^{3}\right)=O\left(l n^{3}\right)$-time.
(6) $3 \times D l^{2}+1 \times l+1$ ops in $F_{2}$. So $O\left(2^{l} D l^{2}\right)$-time.

Therefore we have:

$$
O\left(C_{D L} l^{2}\left(n^{3}+2^{l}\right)\right) \text {-time. }
$$

The input size (number of bits required to represent $f$ ) is about $C_{D L} n \log p=$ $C_{D L} n \log 2$ and clearly the complexity does not depend on the degree of $f(x)$ while it primarily depends on the dimension $l$ of the kernel of $T_{D}(x)$ and the extension degree $n$ of $F_{2^{n}}$.

Note that Algorithm 2.3.3 does not resolve the sign of the Weil sum $S$ since the return value is the absolute value $|S|$. As is stated in the beginning of this chapter, if central polynomial has a nonzero constant term, we can separately calculate the character value of the constant and multiply by it the result obtained from the Algorithm 2.3.3.

In practice, the dimension $l$ of the kernel of the matrix $B$ of $T_{D}(x)$ is usually small so that the parity checking Step (6) in Algorithm 2.3.3 can be feasible for randomly generated central polynomials with larger $n$ of a cryptographic interest.

## 3. Conclusion

We developed parity checking-styled Weil sum Algorithm 2.3.3 which avoid the complex number calculation for finite fields of characteristic $p=2$. The algorithm computes the absolute values of the Weil sums of the generic univariate polynomials which fully characterize MQ problem of $n$ polynomials in $n$ indeterminates over $F_{2}$.

The proof method in the simplification procedures of Theorem 2.1.1 is a natural extension of the combined results of Theorem 1.4. [14] and [3]. We showed that at the level of Weil sum values we can work on the simplified form of central polynomials in stead of dealing each coefficients appearing in the linearized terms of the central polynomials. The auxiliary linearized polynomial turns into the index set of partial Weil sum in Algorithm 2.3.3 whereby the dimension of its kernel dominates the time complexity of the algorithm.

For many of the randomly generated central polynomials and their auxiliary linearized polynomials, the kernels are often of dimension much smaller than the extension degree $n$. We do not claim that this algorithm is optimal. It remains an open question to improve the efficiency of the algorithm in addition to resolve the sign of the absolute values.
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