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#### Abstract

We compute Tate pairing over supersingular elliptic curves via the generic BGhES[3] method for $p=5,7$. In those cases, the point multiplication by $p$ is efficiently computed by the Frobenius endomorphism. The function in a cycle can be efficiently computed by the method of continued fraction.
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## 1 Introduction

The Tate pairing have many cryptographic applications, such as one-round 3 -way key establishment, identity-based encryption, and short signatures [8]. For a fixed positive integer $m$, the Tate pairing $e_{m}$ is a bilinear map that takes as input an $m$-torsion points on an elliptic curve and an $m$-torsion points on the quotient of the elliptic curve, the image is an $m$-th root of unity in the field.

For cryptographic applications, the objective is to have a bilinear map with a specific recipe for efficient evaluation, and no clear way to invert. The Tate

[^0]pairing provide a such tool. Let $E$ be an elliptic curve, $P \in E$ is a point with order $\ell, Q \in E / \ell E$. The Tate pairing $e_{\ell}(P, Q)$ has a practical definition which involves finding function $f_{\ell}$ with prescribed zeros and poles on the curve, and evaluating the function at $Q$.

In [11], Miller gave an algorithm for computing the functions of the definition of the Weil pairing, the function is just the function that define the Tate pairing. Since then, many improvement on Miller's algorithm have been given, see e.g. [4,7,6,5].

In [3], the authors provided a generic method for improve the Miller's algorithm. The realization and improvement of this method in $p=2,3$ can be found in $[4,9,10]$. In this paper, we will provide a realization of this method for some supersingular elliptic curves in the case $p=5,7$.

In [1], the authors provided a bilinear map between an elliptic $E$ and a quadratic curve $E_{P}$, thus the function of the elliptic curve is just a function of a real quartic function field. When $p$ is a small positive integer, say $p=3,4,5, \cdots$, we can compute the function $f_{p P}$ with $\operatorname{div}\left(f_{p P}\right)=p(P)-(p P)-$ $(p-1)(\mathcal{O})$ by the means of the continued fraction in the above quadratic function fields within $p-1$-steps. The advantage of this method is that we need not to compute $2 P, 3 P, \cdots,(p-1) P$. When $p$ is small, the continued fraction method is efficient.

For the supersingular elliptic curves, the point multiplication $p P$ may be computed by apply the Frobenius Endomorphism, which takes minor time when we adopt a normal basis of the finite field. This means our method takes $O(\log \# E)$ in time complexity ( $\# E$ is the size of the Mordell group).

The paper is organized as follows. In section 2, we define the Tate pairing over elliptic curves, in section 3, we introduce the continued fraction expansions of quadratic functions, in section 4 we introduce a quartic model of the elliptic curves, in section 5, we compute the Tate pairing on supersingular elliptic curves of character 5 and 7 . Section 6 is the conclusion.

## 2 The Tate Pairing and the Miller's Algorithm

Let $K$ be a field, an elliptic curve $E(K)$ over $K$ is the set of solutions ( $x, y$ ) over $K$ to an equation of the Weierstrass form $E: y^{2}+a_{1} x y+a_{3}=x^{3}+a_{2} x^{2}+$ $a_{4} x+a_{6}$, where $a_{i} \in K$, together with an additional point at infinity, denoted $\mathcal{O}$. In our case, we always take $K=\mathbb{F}_{q}$, the finite field with $q$ elements.

There exits an abelian group law on $E$ by the tangent-chord law, see [12] for the detailed definition and the coordinate formula of the group law.

The divisor group $\operatorname{Div}(E)$ of $E$ is a free abelian group with basis $\{(P) \mid P \in$ $\left.E\left(\tilde{\mathbb{F}}_{q}\right)\right\}$, where $\tilde{\mathbb{F}}_{q}$ is the algebraic closure of $\mathbb{F}_{q}$. Thus the elements of $\operatorname{Div}(E)$ is of form $\mathcal{A}=\sum_{P} a_{P}(P)$. Any element $\mathcal{A}$ of $\operatorname{Div}(E)$ is called a divisor of $E$. The degree of a divisor $\mathcal{A}=\sum_{P} a_{P}(P)$ is the $\operatorname{sum} \operatorname{deg} \mathcal{A}=\sum_{P} a_{P}$.

Let $f: E\left(\tilde{\mathbb{F}}_{q}\right) \rightarrow \tilde{\mathbb{F}_{q}}$ be a function on the curve and let $\mathcal{A}=\sum_{P} a_{P}(P)$ be a divisor of degree 0 . We define $f(\mathcal{A})=\prod_{P} f(P)^{a_{P}}$. Note that, since $\sum_{P} a_{P}=0$, $f(\mathcal{A})=(c f)(\mathcal{A})$ for any factor $c \in \tilde{\mathbb{F}}_{q}$. The divisor of a function $f$ is $\operatorname{div}(f)=$ $\sum_{P} \operatorname{ord}_{P}(F)(P)$ where $\operatorname{ord}_{P}(f)$ is the order of the zero or pole of $f$ at $P$. A divisor $\mathcal{A}$ is called a principal divisor if $\mathcal{A}=\operatorname{div}(f)$ for some function $f$. It is known that a divisor $\mathcal{A}=\sum_{P} a_{P}(P)$ is principal if and only if the degree $\mathcal{A}$ is zero and $\sum_{P} a_{P} P=\mathcal{O}$ (see [12]).

Two divisors $\mathcal{A}$ and $\mathcal{B}$ are equivalent, and we write $\mathcal{A} \sim \mathcal{B}$, if their difference $\mathcal{A}-\mathcal{B}$ is a principal divisor. Let $P \in E[\ell]=\left\{Q \in E\left(\tilde{\mathbb{F}}_{q}\right) \mid \ell Q=\mathcal{O}\right\}$, where $\ell$ is coprime to $q$, and let $\mathcal{A}_{P}$ be a divisor equivalent to $(P)-(O)$; under these circumstances the divisor $\ell \mathcal{A}_{P}$ is principal, and hence there is a function $f_{P}$ such that $\operatorname{div}\left(f_{\ell}\right)=\ell \mathcal{A}_{P}=\ell(P)-\ell(O)$.

The Tate pairing of order $\ell$ is the $\operatorname{map} e_{\ell}: E\left(\mathbb{F}_{q}\right)[\ell] \times E\left(\mathbb{F}_{q^{k}}\right) / \ell E\left(\mathbb{F}_{q^{k}}\right) \rightarrow \mathbb{F}_{q^{k}}$ defined as

$$
e_{\ell}(P, Q)=f_{\ell}\left(A_{Q}\right)^{\left(q^{k}-1\right) / \ell} .
$$

It satisfies the following properties:
(1) (Bilinearity) $e_{\ell}(P 1+P 2, Q)=e_{\ell}(P 1, Q) \cdot e_{\ell}(P 2, Q)$ and $e_{\ell}(P, Q 1+Q 2)=$ $e_{\ell}(P, Q 1) \cdot e(P, Q 2)$ for all $P, P 1, P 2 \in E\left(\mathbb{F}_{q}\right)[\ell]$ and all $Q, Q 1, Q 2 \in$ $E\left(\mathbb{F}_{q^{k}}\right) / \ell E\left(\mathbb{F}_{q^{k}}\right)$.
(2) (Non-degeneracy) If $e(P, Q)=1$ for all $Q \in E\left(\mathbb{F}_{q^{k}}\right) / \ell E\left(\mathbb{F}_{q^{k}}\right)$, then $P=\mathcal{O}$. Alternatively, for each $P \neq \mathcal{O}$ there exists $Q \in E\left(\mathbb{F}_{q^{k}}\right) / \ell E\left(\mathbb{F}_{q^{k}}\right)$ such that $e(P, Q) \neq 1$.
(3) (Compatibility) Let $\ell=h \ell^{\prime}$. If $P \in E\left(\mathbb{F}_{q}\right)[\ell]$ and $Q \in E\left(\mathbb{F}_{q^{k}}\right) / \ell^{\prime} E\left(\mathbb{F}_{q^{k}}\right)$, then $e_{\ell^{\prime}}(h P, Q)=e_{\ell}(P, Q)^{h}$.

Notice that, because $P \in E\left(\mathbb{F}_{q}\right), f_{\ell}$ is a rational function with coefficients in $\mathbb{F}_{q}$.

Let $P \in E\left(\mathbb{F}_{q}\right)[l]$ and $Q \in E\left(\mathbb{F}_{q^{k}}\right) / \ell E\left(\mathbb{F}_{q^{k}}\right)$ be linearly independent points. The following theorem shows that in order to compute the Tate pairing, we need only to compute the function $f_{\ell}$.

Theorem 1 ([4]) Let $r$ be a factor of $\ell$. As long as $k>1, e_{r}(P, Q)=$ $f_{P}(Q)^{\left(q^{k}-1\right) / r}$ for $Q \neq \mathcal{O}$.

In the next, for each pair of points $U, V \in E\left(\mathbb{F}_{q}\right)$ we define $g_{U, V}: E\left(\mathbb{F}_{q^{k}}\right) \rightarrow \mathbb{F}_{q^{k}}$ to be (the equation of) the line passes both points $U$ and $V$ (if $U=V$, then $g_{U, V}$ is the tangent to the curve at $U$, and if either one of $U, V$ is the point at infinity $\mathcal{O}$, then $g_{U, V}$ is the vertical line at the other point). The shorthand $g_{U}$ stands for $g_{U,-U}$ : if $U=(u, v)$ and $Q=(x, y)$, then $g_{U}(Q)=x-u$.

Theorem 2 (Miller's formula,in [4]) Let $P$ be a point on $E\left(\mathbb{F}_{q}\right)$ and $f_{c}$ be a function with divisor $\operatorname{div}\left(f_{c}\right)=c(P)-(c P)-(c-1)(\mathcal{O}), \quad c \in \mathbb{Z}$. For all $a, b \in \mathbb{Z}, f_{a+b}(Q)=f_{a}(Q) f_{b}(Q) g_{a P, b P} / g_{(a+b) P}(Q)$.

Let the binary representation of $\ell \geq 0$ be $\ell=\left(\ell_{t}, \cdots, \ell_{1}, \ell_{0}\right)$ where $\ell_{i} \in\{0,1\}$ and $\ell_{t} \neq 0$. Millers algorithm computes $f_{P}(Q)=f_{\ell}(Q), Q \neq \mathcal{O}$ by coupling the above formulas with the double-and-add method to calculate $\ell P$ :

```
Algorithm 1 (Miller's algorithm)
    set \(f \leftarrow 1\) and \(V \leftarrow P\);
    for \(i \leftarrow t-1, t-2, \cdots, 1,0\) do \(\{\)
        set \(f \leftarrow f^{2} \cdot g_{V, V}(Q) / g_{2 V}(Q)\) and \(V \leftarrow 2 V ;\)
        if \(\ell_{i}=1\) then set \(f \leftarrow f^{2} \cdot g_{V, P}(Q) / g_{V+P}(Q)\) and \(V \leftarrow V+P\);
    \}
    return \(f\);
```


## 3 Real Quadratic Function Fields

In this section, we present the basic facts of real quadratic functions. Basic references for this subject are $[2,16,14,13]$. Let $K / \mathbb{F}_{q}$ be a real quadratic function field with the finite field $\mathbb{F}_{q}$ of constants of odd characteristic to be their constant field. Then for some indeterminate $w$ of $\mathbb{F}_{q}$, the quadratic function field is of the form $K=\mathbb{F}_{q}(w)(\sqrt{D(w)})$, where $D(w)$ is a squarefree polynomial of even degree whose leading coefficient is a square in $\mathbb{F}_{q}^{\times}=\mathbb{F}_{q}-\{0\}$.

Let $\alpha \in K$ be an element of the form $\alpha=(p+\sqrt{D(w)}) / q$, where $0 \neq q, p \in$ $\mathbb{F}_{q}[w]$ and $q \mid\left(D-p^{2}\right)$. Put $q_{0}=Q, p_{0}=P, a_{0}=d=\lfloor\sqrt{D(w)}\rfloor, q_{-1}=$ $\left(D-p^{2}\right) / q, r_{0}=0$. The continued fraction expansion of $\alpha$ can be computed
as follows:

$$
\left\{\begin{array}{l}
p_{i}=a_{i-1} q_{i-1}-p_{i-1}=d-r_{i-1}  \tag{1}\\
q_{i}=\left(D-p_{i}^{2}\right) / q_{i-1}=q_{i-2}+a_{i-1}\left(r_{i-1}-r_{i-2}\right) \\
a_{i}=\left(p_{i}+d\right) \operatorname{div} q_{i} \\
r_{i}=\left(p_{i}+d\right) \bmod q_{i} .
\end{array}\right.
$$

The continued fraction is $\alpha=\left[a_{0}, a_{1}, \cdots\right]$, and the partial quotient is $\alpha_{0}=$ $\sqrt{D(w)}, \alpha_{1}, \cdots$ where $\alpha_{i}=\left(p_{i}+\sqrt{D(w)}\right) / q_{i}$ for $i=1,2, \cdots$.

## 4 The Quartic Model of an Elliptic Curve

The main subjects of this section are quoted from references[1,13] with some modifications of symbols.

In the case $\mathbb{F}_{q}$ be a field of odd characteristic, the definition equation of an elliptic curve $E$ can always be written as

$$
E: y^{2}=x^{3}+A x+B,
$$

where $A, B \in \mathbb{F}_{q}$ and $\Delta=-4 A^{3}-27 B^{2} \neq 0$. Let $K=\mathbb{F}_{q}(E)=K(x, y)$ be the corresponding function field for $E$.

Let $P=(a, b) \neq \mathcal{O}$ be a $\mathbb{F}_{q}$-rational point on $E \quad\left(a, b \in \mathbb{F}_{q}\right)$. We construct a plane quartic model for $E$, with respect to $\mathcal{O}$ and $P$ are the two points at infinity. Indeed, let

$$
\begin{equation*}
\sigma:(x, y) \mapsto(w, z)=\left(\frac{y+b}{x-a}, 2 x+a-\left(\frac{y+b}{x-a}\right)^{2}\right) . \tag{2}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
z^{2}=w^{4}-6 a w^{2}-8 b w+c, \tag{3}
\end{equation*}
$$

where $c=-4 A-3 a^{2}$ and $B=b^{2}-a^{3}-A a$.
Denote the curve defined by (3) as $E_{P}$. Thus $E_{P}$ is a plane quartic model for $E$. The map defined by (2) provides a birational map between $E$ and $E_{P}$, the inverse map is

$$
\begin{equation*}
\sigma^{-1}:(w, z) \mapsto(x, y)=\left(\frac{1}{2}\left(w^{2}+z-a\right), \frac{1}{2}\left(w^{3}+w z-3 a w-2 b\right)\right) . \tag{4}
\end{equation*}
$$

In fact let $D_{P}(w)=w^{4}-6 a w^{2}-8 b w+c$, then $K=\mathbb{F}_{q}(w)\left(\sqrt{D_{P}(w)}\right)$ is
a real quadratic congruence function field of genus 1 with respect to $\mathfrak{O}=$ $\mathbb{F}_{q}[w]\left[\sqrt{D_{P}(w)}\right]$.

If $Q \neq \mathcal{O}, P$ is a point on $E$, then we also denote the equivalent point on $E_{P}$ by $Q$. To distinguish between the two curves, we write for the coordinates $Q=\left(x_{Q}, y_{Q}\right), Q=\left(w_{Q}, z_{Q}\right)$ if $Q$ lies on $E$ or $E_{P}$ respectively. We also let $w_{Q}$ be the value $w(Q)$ under the transformation (2) and $x_{Q}$ be the value $v(Q)$ under the transformation (4). The conjugation in $K=\mathbb{F}_{q}(w)(z)$ yields a biregular $\mathbb{F}_{q}$-morphism of $E_{P}(k)$, given by $Q=\left(w_{Q}, z_{Q}\right) \mapsto Q^{*}=\left(w_{Q},-z_{Q}\right)$ for $Q \neq \mathcal{O}, P$, and $\mathcal{O}^{*}=P, P^{*}=\mathcal{O}$.

Lemma 3 ([1,13]) Symbols are just as above, we have $Q+Q^{*}=P$.
We now require the additional condition that the order of $P=(a, b)$ is different from 2, i.e. $b \neq 0$. Furthermore, we assume $Q$ to be a $\mathbb{F}_{q}$-rational point on $E$ that $Q \neq P$. As in [1], we define

Definition 4 ([1,13]) Let $Q \in E\left(\mathbb{F}_{q}\right)$ be such that $Q \neq P$. We set

$$
f_{Q}=\left\{\begin{array}{lll}
\frac{x-x\left(Q^{*}\right)}{w-w(Q)}, & \text { if } \quad Q \neq \mathcal{O} \\
x-x\left(Q^{*}\right), & \text { if } \quad Q=\mathcal{O}
\end{array}\right.
$$

Lemma 5 ([1,13]) Let $Q$ be as above, we have

$$
\left(f_{Q}\right)=(P)+\left(-Q^{*}\right)-(\mathcal{O})-(Q)
$$

We develop the continued fraction expansion of $\sqrt{D_{P}(w)}$, and obtain a sequence of partial quotients $\alpha_{0}=\sqrt{D_{P}(w)}, \alpha_{1}, \alpha_{2}, \cdots$.

Lemma 6 ([1,13]) In the continued fraction expansions of $\alpha_{0}=\sqrt{D_{P}(w)}$, we have that

$$
f_{i P}=c_{i} \alpha_{i-1}
$$

for $i \geq 2$.
The above lemmas are quoted from $[1,13]$. Let $P=(a, b) \in E$ be a point of order $\ell$ with $(\ell, q)=1$. In order to get the function $f_{p P}$ such that

$$
\operatorname{div}\left(f_{p P}\right)=p(P)-(p P)-(p-1)(O)
$$

we need only to compute the first $p$ - 1 -steps of the continued fraction expansion of $\sqrt{D_{P}(w)}$ :

Theorem 7 Let $\alpha_{0}=\sqrt{D_{P}(w)}, \alpha_{1}, \alpha_{2}, \cdots$ be the partial quotient sequence obtained by the continued fraction of $\sqrt{D_{P}(w)}$, then

$$
\operatorname{div}\left(\alpha_{1} \alpha_{2} \cdots \alpha_{p-1}\right)=p(P)-(p P)-(p-1)(O) .
$$

Proof. By Lemmas 3,5 and 6, we have

$$
\begin{align*}
\operatorname{div}\left(\alpha_{1}\right) & =(P)+(P)-(\mathcal{O})-(2 P) \\
\operatorname{div}\left(\alpha_{2}\right) & =(P)+(2 P)-(\mathcal{O})-(3 P)  \tag{5}\\
& \vdots \\
\operatorname{div}\left(\alpha_{p-1}\right) & =(P)+((p-1) P)-(\mathcal{O})-(p P) .
\end{align*}
$$

Add them all and we have $\operatorname{div}\left(\alpha_{1} \alpha_{2} \cdots \alpha_{p-1}\right)=p(P)-(p P)-(p-1)(O)$.

Thuse let $f_{p P}=\alpha_{1} \alpha_{2} \cdots \alpha_{p-1}$, then we have the desired function.

## 5 The Supersingular Curves

### 5.1 The Supersingular curves over characteristic 5

Let $n$ be an integer, consider the supersingular elliptic curves $E_{1} / \mathbb{F}_{5^{n}}: y^{2}=$ $x^{3}+1$. The number $\# E_{1}\left(\mathbb{F}_{5^{n}}\right)$ of the rational points of the elliptic curve $E_{1}\left(\mathbb{F}_{5^{n}}\right)$ is computed as follows (we refer the readers to [15] for details).

Let $\# E_{1}\left(\mathbb{F}_{5}\right)=5+1-a$, write $X^{2}-a X+5=(X-\alpha)(X-\beta)$. Then for all $n \geq 1$, we have

$$
\begin{equation*}
\# E_{1}\left(\mathbb{F}_{5^{n}}\right)=5^{n}+1-\left(\alpha^{n}+\beta^{n}\right) . \tag{6}
\end{equation*}
$$

By direct calculation we have

$$
E_{1}\left(\mathbb{F}_{5}\right)=\{(0,1),(0,4),(2,2),(2,3),(4,0), \mathcal{O}\}
$$

Thus $\# E_{1}\left(\mathbb{F}_{5}\right)=6=5+1-0$, so $a=0$ and $X^{2}+5=(X-\sqrt{-5})(X+\sqrt{-5})$. This means $\alpha=\sqrt{-5}, \beta=-\sqrt{-5}$. By (6) we have

$$
\# E_{1}\left(\mathbb{F}_{5^{n}}\right)= \begin{cases}5^{n}+1, & \text { if } 2 \nmid n  \tag{7}\\ 5^{n} \pm 2 \cdot 5^{\frac{n}{2}}+1, & \text { if } 2 \mid n\end{cases}
$$

Here we only consider the $2 \nmid n$ case.
Let $\tau$ be the Frobenus endomorphism:

$$
\begin{equation*}
\tau:(x, y) \mapsto\left(x^{5}, y^{5}\right), \quad(x, y) \in E \tag{8}
\end{equation*}
$$

then it satisfies $\left(\tau^{2}+5\right)(x, y)=\mathcal{O}$, see [15] for details. By the finite field theory, the time of computing the map $\tau$ takes negligible time provided that we are working in a normal basis of $\mathbb{F}_{5^{n}}$ over $\mathbb{F}_{5}$. This tells us that we can efficiently compute the point $5 P$ for a point $P=(x, y) \in E\left(\mathbb{F}_{5^{n}}\right)$ by

$$
\begin{equation*}
5(x, y)=-\tau^{2}(x, y)=-\left(x^{5^{2}}, y^{5^{2}}\right)=\left(x^{5^{2}},-y^{5^{5^{2}}}\right) \tag{9}
\end{equation*}
$$

In order to compute the function $f_{\ell}$ over the $E$, we need compute the function $f_{P}$ where

$$
\operatorname{div}(f)=n(P)-n(\mathcal{O})
$$

Let $f_{P}$ be a rational function satisfying

$$
\operatorname{div}\left(f_{P}\right)=5(P)-(5 P)-4(\mathcal{O})
$$

Then this function can be efficiently computed by the method provided in Theorem 7. The point multiplication $5 P$ can be efficiently computed by (9).

$$
\begin{aligned}
\operatorname{div}\left(f_{P}\right) & =5(P)-(5 P)-4(\mathcal{O}) \\
\operatorname{div}\left(f_{5 P}\right) & =5(5 P)-\left(5^{2} P\right)-4(\mathcal{O}) \\
& \cdots \\
\operatorname{div}\left(f_{5^{n-1} P}\right) & =5\left(5^{n-1} P\right)-\left(5^{n} P\right)-4(\mathcal{O}) .
\end{aligned}
$$

Thus

$$
\operatorname{div}\left(f_{P}^{5^{n-1}} f_{5 P}^{5^{n-2}} f_{5^{2} P}^{5^{n-3}} \cdots f_{5^{n-1} P}\right)=5^{n}(P)-\left(5^{n} P\right)-\left(5^{n}-1\right)(O)
$$

By the fact that $\# E\left(\mathbb{F}_{5^{n}}\right)=5^{n}+1$, let

$$
f_{5^{n}+1}=f_{P}^{5^{n-1}} f_{5 P}^{5^{n-2}} f_{5^{2} P}^{5^{n-3}} \cdots f_{5^{n-1} P} \cdot g_{5^{n} P, P} \cdot g_{\left(5^{n}+1\right) P}^{-1},
$$

then we have

$$
\operatorname{div}\left(f_{5^{n}+1}\right)=\left(5^{n}+1\right)((P)-(O))=\frac{5^{n}+1}{\ell}(\ell(P)-\ell(\mathcal{O}))=\frac{5^{n}+1}{\ell} \operatorname{div}\left(f_{\ell}\right),
$$

where $f_{\ell}$ is a rational function satisfying $\operatorname{div}\left(f_{\ell}\right)=\ell(P)-\ell(\mathcal{O})$. Thus we have the Tate pairing

$$
e_{\ell}(P, Q)=f_{\ell}(Q)^{\frac{5^{2 n}-1}{\ell}}=f_{\ell}(Q)^{\frac{5^{n}+1}{\ell}\left(5^{n}-1\right)}=f_{5^{n}+1}(Q)^{5^{n}-1}
$$

Suppose that $P=(x, y), Q=(c, d)$, then the algorithm is listed as follows(here $x_{P}, y_{P}$ means the $x$-coordinate and the $y$-coordinate of $P, \sigma P$ means the image of $P$ under the map (2) and $z_{\sigma P}, w_{\sigma P}$ means the $z$-coordinate and the $w$ coordinate of $\sigma P)$ :

Algorithm 2 (Algorithm for characteristic 5)

```
input \(E: y^{2}=x^{3}+1 ; P=(x, y), Q=(c, d) \in E ; n\);
\(\operatorname{set} \tilde{Q}=\left(w_{\tilde{Q}}, z_{\tilde{Q}}\right) \leftarrow \sigma Q ; V \leftarrow P ; f \leftarrow 1\);
for \(i \leftarrow n-1, \cdots, 1,0\); do \(\{\)
        set \(f \leftarrow f^{5} ; \quad D_{V} \leftarrow w^{4}-6 x_{V} w^{2}-8 y_{V} w-3 x_{V}^{2} ;\)
        set \(\alpha=z\);
    set \(q \leftarrow 1 ; q_{m} \leftarrow 0 ; q_{-1} \leftarrow D_{V} ; P \leftarrow 0 ; r_{-1} \leftarrow d \leftarrow a \leftarrow\left\lfloor\sqrt{D_{V}}\right\rfloor ; r \leftarrow 0 ;\)
    for \(j \leftarrow 1,2,3,4\) do \(\{\)
        \(p \leftarrow d-r ;\)
        \(q_{m} \leftarrow q_{-1}+a\left(r+r_{-1}\right) ; \quad q_{-1} \leftarrow q ; \quad q \leftarrow q_{m} ;\)
        \(a \leftarrow(p+d) \operatorname{div} q ;\)
        \(r_{-1} \leftarrow r ; \quad r \leftarrow(p+d) \bmod q ;\)
        \(\alpha \leftarrow(p+z) / q ;\)
        \(f \leftarrow f \cdot \alpha(\tilde{Q}) ;\)
    \}
    \(V \leftarrow-\tau^{2} V ;\)
\}
set \(f \leftarrow f \cdot g_{V, P}(Q)\);
    set \(V \leftarrow V+P\);
    set \(f \leftarrow f / g_{V}(Q)\);
    set \(f \leftarrow f^{5^{n}-1}\);
    return \(f\);
```


### 5.2 The Supersingular curves over characteristic 7

Let $n$ be an integer, consider the supersingular elliptic curves $E_{1} / \mathbb{F}_{7^{n}}: y^{2}=$ $x^{3}+1$. The number $\# E_{1}\left(\mathbb{F}_{7^{n}}\right)$ of the rational points of the elliptic curve $E_{1}\left(\mathbb{F}_{7^{n}}\right)$
is computed as follows (we refer the readers to [15] for details).
Let $\# E_{1}\left(\mathbb{F}_{7}\right)=7+1-a$, write $X^{2}-a X+7=(X-\alpha)(X-\beta)$. Then for all $n \geq 1$, we have

$$
\begin{equation*}
\# E_{1}\left(\mathbb{F}_{7^{n}}\right)=7^{n}+1-\left(\alpha^{n}+\beta^{n}\right) \tag{10}
\end{equation*}
$$

By direct calculation we have

$$
E_{1}\left(\mathbb{F}_{7}\right)=\{(0,0),(1,3),(1,4),(3,3),(3,4),(5,2),(5,5), \mathcal{O}\} .
$$

Thus $\# E_{1}\left(\mathbb{F}_{7}\right)=8=7+1-0$, so $a=0$ and $X^{2}+7=(X-\sqrt{-7})(X+\sqrt{-7})$. This means $\alpha=\sqrt{-7}, \beta=-\sqrt{-7}$. By (10) we have

$$
\# E_{1}\left(\mathbb{F}_{7^{n}}\right)= \begin{cases}7^{n}+1, & \text { if } 2 \nmid n  \tag{11}\\ 7^{n} \pm 2 \cdot 7^{\frac{n}{2}}+1, & \text { if } 2 \mid n\end{cases}
$$

Just as the $p=5$ case, we only consider the case $2 \not\langle n$.
Let $\tau$ be the Frobenus endomorphism:

$$
\begin{equation*}
\tau:(x, y) \mapsto\left(x^{7}, y^{7}\right), \quad(x, y) \in E, \tag{12}
\end{equation*}
$$

then it satisfies $\left(\tau^{2}+7\right)(x, y)=\mathcal{O}$, see [15] for details. By the finite field theory, the time of computing the map $\tau$ takes negligible time provided that we are working in a normal basis of $\mathbb{F}_{7^{n}}$ over $\mathbb{F}_{7}$. This tells us that we can efficiently compute the point $7 P$ for a point $P=(x, y) \in E\left(\mathbb{F}_{7^{n}}\right)$ by

$$
\begin{equation*}
7(x, y)=-\tau^{2}(x, y)=-\left(x^{7^{2}}, y^{7^{2}}\right)=\left(x^{7^{2}},-y^{7^{2}}\right) \tag{13}
\end{equation*}
$$

In order to compute the function $f_{\ell}$ over the $E$, we need compute the function $f_{P}$ where

$$
\operatorname{div}(f)=n(P)-n(\mathcal{O})
$$

Let $f_{P}$ be a rational function satisfying

$$
\operatorname{div}\left(f_{P}\right)=7(P)-(7 P)-6(\mathcal{O})
$$

Then this function can be efficiently computed by the method provided in Theorem 7 . The point $7 P$ can be efficiently computed by (13).

For the case $2 \not \backslash n$, we have

$$
\begin{aligned}
\operatorname{div}\left(f_{P}\right) & =7(P)-(7 P)-6(\mathcal{O}) \\
\operatorname{div}\left(f_{7 P}\right) & =7(7 P)-\left(7^{2} P\right)-6(\mathcal{O}) \\
& \cdots \\
\operatorname{div}\left(f_{7^{n-1} P}\right) & =7\left(7^{n-1} P\right)-\left(7^{n} P\right)-6(\mathcal{O}) .
\end{aligned}
$$

Thus

$$
\operatorname{div}\left(f_{P}^{7^{n-1}} f_{7 P}^{7^{n-2}} f_{7^{2} P}^{7^{n-3}} \cdots f_{7^{n-1} P}\right)=7^{n}(P)-\left(7^{n} P\right)-\left(7^{n}-1\right)(O)
$$

By the fact that $\# E\left(\mathbb{F}_{7^{n}}\right)=7^{n}+1$, let

$$
f_{7^{n}+1}=f_{P}^{7^{n-1}} f_{7 P}^{7^{n-2}} f_{7^{2} P}^{7^{n-3}} \cdots f_{7^{n-1} P} \cdot g_{7^{n} P, P} \cdot g_{\left(7^{n}+1\right) P}^{-1},
$$

then we have

$$
\operatorname{div}\left(f_{7^{n}+1}\right)=\left(7^{n}+1\right)((P)-(O))=\frac{7^{n}+1}{\ell}(\ell(P)-\ell(\mathcal{O}))=\frac{7^{n}+1}{\ell} \operatorname{div}\left(f_{\ell}\right),
$$

where $f_{\ell}$ is a rational function satisfying $\operatorname{div}\left(f_{\ell}\right)=\ell(P)-\ell(\mathcal{O})$. Thus we have the Tate pairing

$$
e_{\ell}(P, Q)=f_{\ell}(Q)^{\frac{7^{2 n}-1}{\ell}}=f_{\ell}(Q)^{\frac{7^{n}+1}{\ell}\left(7^{n}-1\right)}=f_{7^{n}+1}(Q)^{7^{n}-1} .
$$

Suppose that $P=(x, y), Q=(c, d)$, then the algorithm is listed as follows(here $x_{P}, y_{P}$ means the $x$-coordinate and the $y$-coordinate of $P, \sigma P$ means the image of $P$ under the map (2) and $z_{\sigma P}, w_{\sigma P}$ means the $z$-coordinate and the $w$ coordinate of $\sigma P$ ):

Algorithm 3 (Algorithm for characteristic 7)

```
input \(E: y^{2}=x^{3}+1 ; P=(x, y), Q=(c, d) \in E ; n\);
    set \(\tilde{Q}=\left(w_{\tilde{Q}}, z_{\tilde{Q}}\right) \leftarrow \sigma Q ; V \leftarrow P ; f \leftarrow 1\);
    for \(i \leftarrow n-1, \cdots, 1,0 ;\) do \(\{\)
    set \(f \leftarrow f^{7} ; \quad D_{V} \leftarrow w^{4}-6 x_{V} w^{2}-8 y_{V} w-4-3 x_{V}^{2} ;\)
    set \(\alpha=z\);
    set \(q \leftarrow 1 ; q_{m} \leftarrow 0 ; q_{-1} \leftarrow D_{V} ; P \leftarrow 0 ; r_{-1} \leftarrow d \leftarrow a \leftarrow\left\lfloor\sqrt{D_{V}}\right\rfloor ; r \leftarrow 0 ;\)
    for \(j \leftarrow 1, \cdots, 6 d o\{\)
        \(p \leftarrow d-r ;\)
```

```
        qm}\leftarrow\mp@subsup{q}{-1}{}+a(r+\mp@subsup{r}{-1}{});\quad\mp@subsup{q}{-1}{}\leftarrowq;\quadq\leftarrow\mp@subsup{q}{m}{}
        a\leftarrow(p+d) div q;
        r-1}\leftarrowr;\quadr\leftarrow(p+d) mod q
        \alpha\leftarrow(p+z)/q;
        f\leftarrowf\cdot\alpha(\tilde{Q});
    }
    V}\leftarrow-\mp@subsup{\tau}{}{2}V
}
set f}\leftarrowf\cdot\mp@subsup{g}{V,P}{}(Q)
set }V\leftarrowV+P
set f}\leftarrowf/\mp@subsup{g}{V}{}(Q)
set f}\leftarrow\mp@subsup{f}{}{\mp@subsup{7}{}{n}-1}\mathrm{ ;
return f;
```

The time complexity of the above two algorithms are $O(n)$. The majority part of the complexity is come from the computation of $f_{5 P}\left(\right.$ resp. $f_{7 P}$ for characteristic 7). We conjecture that there is a more efficient algorithm for compute this function then that given in this paper.

## 6 Conclusion

This method also applicable for elliptic curves $Y^{2}=X^{3}+1$ over characteristics $11,17, \cdots$, and for $Y^{2}=X^{3}+X$ over characteristics $19,23, \cdots$.
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