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Abstract
We introduce a novel cryptographic paradigm of broadcast authentication with “preferred” verifiers (BAP). With BAP, the message

source explicitly targets a set of one or more verifiers. For an attacker, forging authentication data of a source, for purposes of
fooling preferred verifiers may be substantially more difficult than fooling other (non-preferred) verifiers. We investigate broadcast
authentication (BA) withhashed random preloaded subs@#ARPS), which caters for such a distinction. HARPS, provides for
efficient broadcast authentication, with and without preferred verifiers.

1 Introduction

A broadcast authentication scheme, permits any node to verify the authenticity of the source of the broadcast. This can be achieve
using digital signatures if public key cryptography is used, or if only symmetric cryptography is used, by appending verifiable
authentication data, consisting of multiple (shared-secrets based) message authentication codes (MAC) [2] - [4] to the message, su
thatany verifier would be able to verify at leastsabsetf the appended MACs. In the rest of this paper, we shall simply refer to

the appended MACs (or authentication data®asvore specifically, we shall represent the authentication data of a sguiarea
messagel/ as;(M).

Thestrength or the security offered by a broadcast authentication scheme is a measure of the difficulty an attacker faces, in forging
20 of an arbitrary source, in order to fool arbitrary verifiers(s). Toeplexityof a scheme is a function of tmumberof appended
MACs (the bandwidth needed f&). The efficiencyof a broadcast authentication scheme is then a ratio of the strength to its
complexity.

In this paper we consider broadcast authentication, using a random key pre-distribution scheme, hashed random preloaded subs
(HARPS) [1]. We show that broadcast authentication using HARPS is substantially more efficient than the schemes in [2] - [4].

While the purpose of broadcast is to reach every possible recipient, in real world applications each broadcast may have a differer
amount of “significance” to different recipients. For instance in applications involving multi-hop ad hoc networks [5], where for
instance routing information in each node may be broadcast to the entire network, malicious broadcasts (with forged authentication
is more likely to affect the nodes in the immediate neighborhood than nodes further away. Under such circumstances, it would b
useful if broadcast authentication could cater for the “higher strength” required for some “preferred” verifiers.

In addition to the providing more efficient general purpose broadcast authentication (henceforth referred to as BA) than the scheme
in [2] - [4], HARPS supports this paradigm of “preferred” verifiers (henceforth referred to as BAP). When a broadcast is targeted to
one or more preferred verifiers, the appended authentication data may be considerably more difficult for an attacker to forge, for th
purpose of fooling (any of) the preferred verifiers.

BAP bears some resemblance to “signatures wekignatedverifiers” [6], [7]. However, while designated signatures can be
verified only by designated verifiers, BAP can be verified even by non-preferred verifiers (nodes whigit exelicitly targeted).
Moreover, as we shall demonstrate later, while BAP is substantially stronger than BA (against attempts to fool preferred verifiers),
BAP is onlymarginallyweaker than general-purpose BA against attempts to fool atirespreferredverifiers.

The rest of this paper is organized as follows. In Section Il we briefly review key pre-distribution (KPD) schemes, and more
specifically, KPD schemes based on “preloaded subsets,” with further emphasis on schemes employamypreloaded subsets”

(RPS). This is followed by a brief introductibio HARPS pashedRPS) [1]. In Section Il we analyze the efficacy of BA using
RPS (which is the basis for the schemes in [2] - [4]), and HARPS, and BAP using HARPS.

2 Key Pre-distribution

A KPD scheme consists of a trusted authority (TA), @idodes with unique IDs. The TA choos£ssecretsk and two operators
f(O andg(). The operatoyf(), is used to determine the secrétshat are preloaded in nodé Two nodes with IDsA and B, with

1Ref. [1] has not been published yet. A brief introduction to HARPS makes this paper self-contained and preserves author anonymity. Further, the focus of Ref
[1] was the security of pair-wise and group secrets, and renewability of HARPS.



preloaded secrets andB can discover a unique shared sedkets using apublic operatorg() without further involvement of the
TA. The restrictions on the operatof$) andg() in order to satisfy these requirements can be mathematically stated as follows:

A=f(R,A), andK g =g(A,B)=¢(B,A) = f(R,A,B) = f(R,B,A). 1)

As g() is public, it possible for two nodes, just by exchanging their IDs, to exepytand discover a unique shared secret. As the
shared secret is a function of their IDs, their ability to arrive at the shared secret provides mutual assurdacediehat the other
node possesses the necessary seBratel A, respectively. The secrets preloaded in each node is referred to as thekeydersy

We shall represent b, the size of the key ring.

The primary advantage of KPDs is their ability to cater for ad hoc authentication without active involvement of a trusted authority,
and without employing asymmetric cryptography. However, this advantage comes at a price. Note that in KPD schemes, the key
assigned to different nodes amet independent they are all derived from the same set (TAS) kéys Thus an attacker who has
exposed keys from finite number of nodes could compromise the entire system. For conventional key distribution schemes (KDS)
(like Kerberos [8], [9] or PKI [10]) however, as the keys assigned to different nodesdependentthis is not the case.

However, for evolving [11] application scenarios (like MANETS [5]) where extensiutual co-operatiomf resource constrained
(battery operated) nodes is necessary for their very functioning, compromise of a few nodes could affect the entire deployment. Thu
there is a need to take proactive steps to control sizag@adtker coalitiongperhaps by improved technology for tamper resistance /
read-proofing of devices [12]). For securing such deployments, conventional KDSes may be an “overkill” (if the entire deployment
is affected if a finite number of nodes are compromised, the fact th&isis not compromised does not help much). Thus KPDs,
due to their inherent advantages of low resource consumption (which is also necessary as deployments of wireless devices formir
MANETS are expected to include resource constrained devices), may be sufficient for securing such networks. This is perhaps th
reason for renewed interest in KPD schemes in the recent past.

2.1 Preloaded Subset Key Distribution Schemes

KPD schemes based on the concept of pre-loading sdlisetg of cardinalityk) of keys in each node, from@ool of P keys, has

been employed by various researchers, for very different cryptographic primitives. Perhaps the earliest example is the matrix [13
key pre-distribution scheme by Gong et. al. The applications employing preloaded subsets range from discovery of shared secre
for pairwise communications [13] - [19], and more general group communications [1], [20], broadcast encryption [21], [22] and
broadcast authentication [2] - [4].

While the earlier methods based on preloaded subsets favored deterministic allocation of keys to nodes (most of them perhay
motivated by Erdos et. al's seminal work on intersections of finite sets [23]), Dyer et al [3] was perhaps the first to point out the
advantages afandomallocation of subsets. A very elegant framework for analysis of the security of random preloaded subsets was
also presented in [3]. Recent attempts in this direction too, [1], [14] - [20] favor random [14], [15], [19] or pseudo-random [1], [16],
[20], allocation of keys (in this paper we shall collectively refer to them as RPS or random preloaded subsets). While all RPS base«
methods are essentially similar, the primary advantage of the methods which gmsplayo-randonallocation of subsets, is that
they provide a simple and elegant way for nodes to determine shared secrets (methods based on purely random allocation on t
other hand need a bandwidth intensive shared key discovery process).

Formally, a(P, k) RPS employs a TA who chooses an indexed seP deys K - - - Kp. Each node has a unique ID. The TA
chooses public random functidiz ps (), which when “seeded” by a node ID, yields the allocation of keys for the node. Thus for a
nodeA (node with unique 1DA)

FRps(A) = {()q, ag,. .. ,O(k}, andA = {Ka] Sy Kak}. (2)

wherel < a; < P,a; # «; fori # j. In other wordsFrps() generates aartial random permutation ofl - - - P}. Thek-length
sequencdas, as, . .., ax} is the index of the keys preloaded in naddor node with IDA). A is the set of secrets preloadedAn
Note that the indexes are public (as the node ID BEpgs/() are public).

KPD schemes employing random preloaded subsets fall under the categandomKPD schemes. However, the first random
KPD scheme, LM [24], proposed by Leighton and Micali, employs a very different idea. Ifktlie LM scheme, the TA chooses
an indexed set of secretsk; - - - K, a cryptographic hash functidr(), and a public random functiohy, ,; (). For a node4,

FLM(A) = {al,ag,...,ak},l <a; < LVi.andA = {alKl,ang, .. .,akKk-}. (3)

In other wordsFy, () generates &-sequence of uniformly distributed random integer values between Larkhe nodeA is
preloaded withk keys. Thei*? preloaded key is nodd is derived by repeatedly hashiig TAs keya; times. The parametdr is
the maximum hash depth. The notatidt; represents the result efpeatediyhashing ofK;, i times, using a (public) cryptographic
hash functior().

2For such schemes the functigif) in Eq (1) simply chooses a subset of keys, and the fungtigrobtains the intersection of two subsets.



In HARPS [1], we proposed a random KPD scheme which is a generalization of LM and RFSkIL) HARPS, the TA chooses
P keysK; --- Kp, and each node is loaded witthashedsubset of; keys. The TA has an indexed setBfsecrets, a cryptographic
hash functiort() and a public random functioRy 4rps(). For a node4,

FHARPS(A) = {(a17a1)7 (aQa a2)7 MRS (aka a/k)}7 andA = {alKa1)a2Ka27 MR ] akKOtk}' (4)
The first coordinatd oy, s, . . ., . } represents the index of the keys chosen to be preloaded inAcaled the second coordinate
{a1,as,...,ax}, the number of times each chosen key is hashed (using cryptographic hash farittibefore they are preloaded

in the nodeA. Note that LM and RPS are actually special cases of HARPS. LM is HARPSAvithk, and RPS is HARPS with
L = 0 (or keys are not hashed before pre-loading).

3 Broadcast Authentication with Preloaded Subsets

The basic idea used in broadcast authentication (BA) with preloaded subsets is very simple. The source of the broadcast appen
the message with many key based message authentication codes (MAC) - one corresponding to eadteps thpossesses (6t
keys if the source is the TA). Any node will be able to verify the authenticity of the broadcast by checking the MACs corresponding
to all the keys the verifying node shares with the message source.

It is assumed that the KPD secrets (HARPS / RBgringg are stored in “tamper-resistant” and “read-proof” devices. However,
an attacker with sufficient resources may be able to compromise the secrets sgmetdevices.

For BA using RPS, employing a cryptographic hash function the authentication data of a noddwith keysA = {K,, - - - Ka, }),
for a messag@/ is

Aa(M) = [Hy || Ho || --- || He],  Hi=h(A[| M || Ko),1 <j <k (6)

The primary distinction between BA-using-RPS (as in [2] - [4]) and BA-using-HARPS, is that in the latter, the source has the added
flexibility of choosing the hash dept the keys used for MACs - the source can choose any hash depth equal to or greater than the
depth it possesses for that particular key. For example, if a node hd$kieg at a hash depth (or the key® K;), the node can use
any”® K; as the corresponding MAC key, where< x < L.

For BA using HARPS, the authentication data of a ndd@vith keysA = {" K, ,, 2 K,,,...,* K,, }), for a messaga/ is
(M) = [Hy | Ha || - | Hi, Hi=h(A|| M||"Ka,)a; <o, < L1<i<k, (6)

If the source chooses the maximum hash déptbr = = L) for every key, themnyverifier who has thé'"key will be able to verify

the MAC. If a source node chooses to use some other value of hash depthgsayit may result in some nodes not being able to

use that key for verification, even though the verifying node has a key corresponding to that index (the verifying node may have key
YK, with y > z). However, it is also less likely that a coalition of attackers could forge the MAC.

What we desire is to reduce tipeobability pr, that an attacker who has exposed keys belongingrtodes, can forge a message
for the purpose of fooling a verifier (lower the probabiliy, higher the strength of the authentication scheme). Obviously, for a
given P, k, L andn, there is aroptimal choice ofz - which we shall represent b,,. So a simple strategy is to choose the optimal
hash deptiL, - whenever possible. For keys in source node where the hash depth, the source nodeannotuse deptiL,,. It
has to use the minimum possible hash depth it can - which is the currentdiepthe key.

However, once atrategyis fixed, the source node doest have freedom to choosay possible hash depth. Also, given the
strategy, any verifier (who knows all the hash depths of the keys that the source node possesses just from the ID of the source noc
knows what hash depths have been (or should be) used by the source for arriing at

The primary reason for the choice of includiiipe ID of a node for calculation of th&;,1 < i < k in the authentication data
2A(M) is to ensure that the attacker cannot “pool” authentication data from different nodes,(sayB,,) for the same messagde
to forgeA 4 (M). The only way for the attacker to forge messages is by actually tampering with devices, and exposing buried secrets

There are four different scenarios of broadcast authentication to be considered

1. broadcast by TA, verification by nodes.

2. broadcast by a node, verification by TA.

3. broadcast by a node, verification by a peer node.

4. broadcast by a node, joint verification bypeer nodes.

In the first scenario, the source is the TA, &fgs (M) (for some messagk!) hasP MACs. In all other scenarios, the source is a
node withk preloaded secrets, and hetdask MACs. For scenario 2, the verifier is the TA - or equivalently, a verifier would not

3Timestamps and a random nonce could also be included for preventing replay attacks.



acceptd as authentic unless the TA assures it as authentic. As the TA would be able toeveniffMAC appended bynynode,
this would be the most challenging of scenarios for any adversary. Unfortunately, in many application scenarios, it might not be
possible for nodes to have access to the TA in order to v&tifin scenario 3, a node takes on complete responsibility for verifying
2A. However, in many cases it may possible for the verifier to check the authenticity of the broadcast vdthdemodes. In other
words, the verifier would acceft as authentic only of it can verify its authenticiéynd J — 1 other nodes confirm the authenticity
by verifying the MACs (orJ nodegointly verify 20).

For scenarios 3 and 4 we also consider the possibility of broadcast authentication with preferred verifier(s) (or BAP). For BAP
(from sourceA, for a messagé/) we represent the authentication datayy, (M) (the 1D(s) of preferred verifier(s) is (are) not
explicitly included in the notation). In the rest of this section we shall look at each of these scenarios is detalil.

3.1 Summary of Notations

As each node is preloaded without of P keys, and probability that the key with indéis chosen for any node (or preloaded in any
node) is¢ = £. Let B¢(n,u) represent the binomial probability thestactlyu out of n nodes have the key with indeéxLet G, (d)
represent the probability that the hash depth of any key is greatet/tidrus we have

& =% =28, Be(nu)=(3)§"1-¢" ", Gr(d) =~ (7)

To distinguish between the four scenarios we shall use the following suffixes:

1: TA —node ;:node— TA 3:node— node ,:node— jointly verifying nodes
To distinguish HARPS and RPS (f&A) we use suffixed? and H. For BAP with HARPS we use the suffi®. However, when
BAP is verified by non-preferred verifiers the suffiX is used instead.

r: BA(RPS) g :BA(HARPS) p: BAP for preferred verifiers p/ : BAP for otherverifiers
For example g3 represents BA using RPS, where the source and verifier are peers. As another examgbeesents the case

when the source is a peer, and the BAP meant for “joint verification by some preferred nodes”, is actually verified by a non-preferred
node.

We shall also represent leythe probability that a particular MAC (say corresponding to key indéx< ¢ < P) is “safe” - which
happens when

e the source has th&"key. and
e the verifier can verify the MACand
¢ the attacker (coalition af nodes)cannotforge the MAC.

In order to be successful, the attacker needs to fevgeyMAC that a verifier can verify. We shall represent oy, the probability
of successful forgery by an attacker.

3.2 Broadcast by TA - Verification by Nodes

For RPS, the TA append? MACs to the message. Any node can vetifpf the P MACs. The MAC corresponding to any key (say
index ) is “safe” if the verifier has the key (which happens with probabifityand if the coalition of» nodes (hodes whose keys
have been exposed by an attackdm)nothave theit" key (probability(1 — £)™). The probabilityez; that thei*? is safe, and the
probabilitypr g, that the attacker coalition can successfully impersonate the TA for the purpose of fooling any node is now

er1(n) = Be(n,0) = €1 - €)", prri(n) = (1 - eri(n)”. (8)

For HARPS, the TA has the ability to chooary hash depth. If the TA chooses a strategy of choosing hash deih foir each
MAC key, any node can verify thé® key with a probability{% (the probability that a verifier has the keyéisand the probability

that the hash depth of the key is not greater thaiis % The probability that exactly of n nodes have thé" key is B(n, u, £),
and the probability that alt keys have hash depth greater thanis G, (L,)". Thus,

m(m) = (£3) 3 Betn )G (1" ©

u=0

andprgi(n) = (1 —eg1(n))?. Figure 1 (Lines 1 to 4) depicts the relationship betwgerandn (probability of successful forgery

by a coalition of attackers who have exposed all keys fromodes), forL, = 64,32, 16,8 respectively. For thg-axis we use
—log,(pr) as the scale - which could be considered as “bit-security.” For exampler 10720 is roughly equivalent to 64-bit
security 2% ~ 10720 is the probability with which one can successfully “guess” a 64 bit key! For the plots we have chosen
P = 18,000, k = 1500 andL = 64
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Figure 1: Lines 1 to 4: Broadcast by TA and verification by nodeslfpr= L = 64, L, = 32,L, = 16, L, = 8 respectively.

The case ofL, = L = 64 (Line 1) also corresponds to RPS. Further Line 1 also corresponds to the case of broadcast by node and
verification by TA, using RPS. Line 5: Broadcast by a node, verification by TA for HARPS. For all Blets 8000, £ = 1500 and

L =64.

For purposes of broadcast authentication, the performance of RRS0] is identical to the case of HARPS with, = L = 64.

This can be easily verified by substitutidg by L in Eq (9). The plots indicate that a choice of lamg (closer toL) offers higher
bit-security forsmallvalues ofn. However, for larger values of choosing smaller and smaller valueslgf does better. In practice
lower values ofL,, may be more useful. The fact thhj, = 8 offers a bit-security of about 250 bits far= 10 is good enough. That
RPS or {,, = L) offers over 900 bits is probably an “overkill". However, RPS is insecure:for 70 while HARPS withL, = 8 is
still very much usable when =~ 150.

Obviously, for a givem, and a restriction on available resources (primakilywe do not care too much abof, the number of
keys that the TA has to store - which is also the bandwidth of authentication data produced by the source) one could simultaneousl|
optimize the values of, and{ = k/P. We could consider. as a measure of the expected “threat level” for the deployment.
However, once deployed, it is no longer possiblehbanget (or P andk). And the deployment is expected to operate safely at
different threat levels. The choice of the paramefers 18,000 andk = 1500 for illustrative purposes is arbitraty

One of the biggest advantages of HARPS over RPS is that the hash depth used for MACs can be pbstrdggaloymehtin
other words, depending on the threat level (perceived valug tife TA could chooseptimalvalues ofL,, (which is obviously not
possible with RPS). As the threat level increases, the source could choose lower and lower hash depths.

3.3 Broadcast by a Node - Verification by TA

In this case, the TA can verify each of theMACs appended by the node. For RPS, it can be very easily seen that the situation is
exactly similar to case 1. Thys-rs = prr1. However, for HARPS, the situation is a little different. Unlike broadcasts by TA
where the TAs best strategy is to choose a fixed hash depth for all keys, for broadcasts by nodes (and verification by TA) the node
would choose théowest possible hash depiibr each key - which would be the same as the hash depth of their preloaded keys. The
probability that the source has tif€key is¢. The probability that the depth of thigkey is! is % So we have

n L
a(n) = €3 Belmu) 7 32 G0)" (10)
u=0 =1

andprga(n) = (1 — ego(n))?. Line 5 in Figure 1 is a plot of- log, (pr) vsn for HARPS (line 1 for RPS agrrs = prr1). A
comparison of lines 1 and 5 in Figure 1 shows that HARPSusstantiallybetter than RPS in this case.

3.4 Broadcast by a Node - Verification by a Peer

In this case, the source, has tifekey with probabilityé. However, the verifier being another node also has the key with probability
£. So, in order for the*"key to be safe, both the source and verifier should havé'tkey and the: attackers together shoutubt
have thei*t'key. Thus, for RPSsrs(n) = £2(1 — &)™, andprrs(n) = (1 — erz(n))’.

For HARPS, the source’s strategy, as in case 1, is to choose an optimal hash deptivioénever possible.

4But this choice is still optimal fosomen!



The source can choose degip only for somekeys - the source node would have rougf»‘&{!}E keys with hash depth less than or
equal toL,, and *2-L2) keys with hash depth greater thap. Or the source uses depih, with probability%, and uses some
depthj > L with probabilityiw > L,. If the hash depth used Is,, the probability that a verifier (who has tiigkey) can verify
the MAC i |s £ Similarly, if the chosen hash depthlis- L — p, the probability that a verifier can verify the MAC{;; Thus

6H3(n) = (f[z)) ZB&(H,U)GL(LP)“_F Z fQ%ZBg(nJDGL(l)u’ (11)

andpFH3(n) = (]. — 6H3(n))P.

3.4.1 BAP with T' Preferred Verifiers:

However, for HARPS, there is an additional possibility - targeting the authentication datefésredverifiers (BAP). In this case
the authentication data would also consist of the list of preferred verifiers. For example, for a casd wilogiesV; - - - V- are
designated as preferred verifiers, we have

Ap (M) = Vi [ -+ (| Ve ([ Hy | Ho |-+ | He,  Hi=h(Vi |- [ Vo [ Al M || Kay). (12)

Under this condition, the broadcasting node may use a stfjtetnere the hash depth is chosen such that the preferred node(s) can
verify as many MACs as possible. For a scenario where a source explicitly tdrgeeferred nodes, the strategy for choosing the
hash depths would be to choose the maximum of the hash depths of the source’Bnetifiers for each shared key. For example,
for thei*Mkey, if the hash depth of sourcedsand if j out of T" verifiers have thé*"key with hash depths; - - - v;, then the source
would choose the depth asax(s,v1 - - - v;)).
The probability that the source, and exagtlyf the T verifiers have thé'tkey is¢ B¢ (T, j). Under this condition, the source would

choose a depthfor thei*"'key if

1. Source has hash deptHprobability %) and allj (out of T") verifiers have hash depths less than or equdl(firobability

(1-g())y = L), or
2. Source has hash depth less thﬂu‘robabmtyl 1) and; verifiers have a maximum hash depth equal(mobabmtyl _(l 1’ )

We shall represent the conditional probability of choosing déps\; (1), where

1 (1-1)F—(01-1))
7T Li '

Pi(l) = (13)
Also note that under the condition thabf T verifiers have thé'"key, the probability that @articular verifierhas thelt"key is %
Thus

T . L n
eps(n,T) Z% 7,5) Y P() Y Be(n,w)Gr(l)". (14)
Jj=1 =1

u=0

The plots for RPS and HARPS for peer-to-peer broadcast authentication, with different valuesref shown in Figure 2. For
general purpose BA (Lines 1 to 4 in the figure), similar to case 1 (broadcast by TA and verification by nodes), lower \Va)s@s of
more useful for largen .

Line 5 is the plot for BAP with HARPS with one preferred recipi€fit£ 1). Note that it is substantially more difficult for attackers
to fool the preferred verifier (compare line 5 with lines 1,2,3,4).7Amcreases{ip becomes less and less “targeted.” Line 6 is the
plot for " = 2 (which is marginally weaker than the caseTof= 1, but however indistinguishable in the Figure). The difference
is more readily apparent for larger valuesiofas the targeting gets less “specific” the strength gain due to targeting reduces). Line
7 is the plot forT" = 20. AsT — oo (which defeats the purpose of targeting anyway) the source would be forced to choose the
maximum hash depth for each key - or the situation is similar to that of chodsgirg L (line 1, RPS).

Thus HARPS provides for two mechanisms for improving the strength of broadcast authentication - the ability to/ghoose
dynamically depending on the expected threat level (which improves the security of BA), and the ability to explicitly target verifiers
(BAP), which yields substantial gains over BA. Note BAP is substantially more securalbver

3.5 Broadcast by a Node - Joint Verification by.J Peers

In this case, the attacker coalition has to fadl.J nodes in order to be successful. For RPS,ithkey is safe when the source
andany of the J verifiers has thé*"key. The probability that at least one of theverifiers have thé'"key is (1 — (1 — ¢)7. Thus

cra(n) = (1 — (1= €)7)(1 = &)™, andprra(n) = (1 - era(n))".

5The context of the application would dictate whether the source should have chosen preferred verifiers for a particuladMieseaggh regulated “policies.”
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Figure 2: Broadcast by nodes and verification by a peer. Line,1= L = 64 (also RPS). Lines 2 to 4L, = 48, L, = 32 and
L, = 16 respectively. Line 52p targeted at one verifief[{ = 1). Line 6: 2Ap targeted tdl’ = 2 verifiers - (lines 5 and 6 are
indistinguishable in the figure). Line T: = 20.

In the case of HARPS, once again there are two different approaches the source could take - depending on whether the sour
knows apriori, the identities of thé (jointly) verifying nodes. For BA, the same strategy of fixeglcan be used.

The probability that exactly out of .J verifiers have thé'"key is B(J, j, ¢), and the probability that at least one of thkeys has
hash depth less than or equalts 1 — G1.(1)7. Thus

J n
ega(n) = 5% ZBi(J,j)(l — GL(Lp)j) Z Be(n,u)Gr(Ly)"
J=1 u=0
L J n
bSO S BN - GuP) Y BelnwGr()", (15)
I=L,+1 j=1 v

andprpa(n) = (1 — ega(n))?.
3.5.1 BAP with J Preferred Joint Verifiers:
For BAP, in this case the identities of the preferred recipients (aimbly verify 2(p), are known apriori. Once again the source node
chooses the hash depths to “suit” theerifiers. In this case, the strategy would be to choose the minimum possible hash depth such
that at leasbneof the J verifiers can verify the MAE. For example, for thé"key, if the hash depth of the sourcesiand if j out
of J verifiers have the'""key with hash depths; - - - v;, then the source would choose the hash depth@ag s, min(v; - - - v;))
The source can use thi&'key with probability¢, and the probability that out of .J verifiers have thé'"key is B(.J, j, ). Under
this condition, the source would choose a deftir keyi under two conditions:

1. Source has depﬁh(probability%) and the minimum depth gf nodes for keyi (which have key) is less than or equal tp-
which happens with probabilityl — G'1,(1)7).

2. Source has depth less thkatprobabilityl%l)) and the minimum hash depth for tii€key among thg nodes isexactlyl. The
probability that the minimum depth is greater tHan 1 is G (I — 1)7, and the probability that the minimum depth is greater
thanl is G (1)7. Thus the probability that the minimum depth is equal ®G (I — 1)7 — GL ().

Let @, (1) denote the conditional probability that the source chooses déptlany key. We have

QD) = 1 (1= GLW?) + 21 (Gl = 1Y = Gu), (15)
and
J n
epa(n, J) = €Y Be(J,5) Y Q;(1) Y Be(n,u)Gr(1)" 17)
j=1 =1 u=0

8This is the primary distinction between choice of hash depthimtiividually targetingT” verifiers andointly targetingJ verifiers. For the former case, the hash
depths are chosen to “reackverypreferred verifier that has the corresponding key. For the latter case the hash depth is choserattydfahbm.
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Figure 3: Broadcast by node and verificatibpeers. Left.J = 2 - line 1: RPS, line 2: BA with HARPS, line 3: BAP with HARPS.
Right: BAP with HARPS forJ = 1,2,5,20 andJ — oc.

The plots in Figure 3 (left) provide a comparison of RPS and HARPS (two cases - one with a fixed dépth-082 for BA,
and the second for BAP), fof = 2. As expected, HARPS witlh,, < L performs better than RPS (or equivalently HARPS with
L, = L) especially for largern.. Also, HARPS “tuned” for known verifiers (line 3) performs significantly better. Figure 3 (right)
plots — log, (pr) vsn for different values of/ for BAP. Obviously, increasing the number of joint verifiers would make it more and
more difficult for the attacker to forge the authentication data. In factk, # oo, the situation is not any different from case 2 -
verification by TA.

3.6 \Verification of BAP by Other Verifiers

Note that BAP only affects the hash depths of the keys that the source shares withpteéerred nodes (of preferred joint-
verifiers). For the other keys the source would employ the same tactic used for general purpose BA - a fixed “optimal” hash deptt
L, (whenever possible). We already know that BAP is a lot “stronger” than BA, for the purpose of verificapoeféyedverifiers.
The question now is, how does this affect verification of the BAP by other, non-preferred verifiers? Once again, we need to conside
two different scenariosp targeted afl” independent verifiers, arifp targeted at/ joint verifiers.

For the case of verification byther verifiers of a BAPindividually targetedto T verifiers, the expression for the probability that
thei*Pkey is safe, is

T n
rs(n T L) = €3BT Y B0 Y Beln,u)Gr()"
1 u=0

= I=1 =

L L, «
b B0 S BelnGa(ly)!
£ S el
+ ZBg(T,O)l:;Hf;Bg(n,u)GL(l)“. (18)

For the case of verification by other verifiers of a Bfghtly targetedto .J verifiers, the expression for the probability that the
itPkey is safe, is

J L n
craln T Ly) = €3 Belli) Y Q0% Y Beln w1y
j=1 1=1 u=0

L Ly, <
+ B0 S B, )G (L)

f L u;O n
+ 7 Be(,0) l:LZHZ;;Bg(n,u)GL(l)“ (19)

Note that the first terms (in both equations) account for the keys that are affected due to targeting. The second and third term
account for other keys - keys for which the source has a hash depth less than or dgu@hterhich caser the source could employ
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depthL,) and keys for which the source has depth greater fhafin which case the source would use its hash depth for that key).
As usual the pl’Obabi|itY)Fp/3(n7 T, Lp) = (1 — 6p/3(n7 T, Lp))P, andppp/4(n, J, Lp) = (1 — Ep/4(n, J, Lp))P.

Figure 4 depicts plots of the strength of the authentication for various cases.

Line 1 depicts the strength of BAP forpaeferredverifiers (" = 1). Line 3, which is complementary to line 1 depicts the strength
of BAP for other verifiers. It is no surprise that line 1 is significantly better than line 3. Similar plofs fer10 are depicted by line
2 (for preferred verifiers) and its complement, line 4 (for other verifiers).

Line 8 is the strength of a (non-targeted) BA. Note that lines 3,4 are practiodilstinguishablefrom line 8. This implies that
there is practically no disadvantage to targeting - or BAP for other non-preferred verifiers is almost as good as general purpose BA!

Line 5 corresponds to a degenerate casgé of> oo - or if a large number of nodes are targeted (which once again, defeats the
whole purpose of choosing preferred verifiers). Effectively, this is equivalent to RPS, or HARPSwwithl.

Line 6 is the for the case of BAP meant foint verification by.J = 10 preferred verifiers, verified however by a non-preferred
verifier. Line 7 corresponds to the case of BAP targeteflat— oo jointly verifying preferred verifiers, verified by a non-preferred
verifier. In this case the source would end up choosing the minimum possible hash depth for each key - or this is equivalent to BA
with Lp = 0 (for the unintended verifiers).

4 Conclusions

We presented novel cryptographic paradigm of broadcast authentication with preferred verifiers (BAP), using hashed random preloac
subsets (HARPS). It was shown that BAP can be substantially stronger against attempts by attackers to fool preferred verifiers, the
general-purpose BA using HARPS. Simultaneously BAP is omyginallyweaker than BA against attempts to fool other verifiers.

It was also quantitatively demonstrated that even for general purpose BA, the flexibility offered by HARPS to choose an optimal
hash depth for the keys used for MACs, depending on the prevailing threat level, makes HARPS substantially stronger than RPS (c
the schemes in [2] - [4]).

Note that while HARPS offers “freedom” to the source node for choosing hash depths, such freedom sheguébabexby strict
policies. In the absence of such policies an attacker would be able to choose the hash depths to make forgery simpler! The policie
could be regulated and disseminated (say using broadcast authentication!) periodically by the TA.

While we considered only peer-to-peer and peer-to“jointly-verifying-peers” scenarios for BAP, it is also possible for the TA to
employ BAP, explicitly specifyindl” independent preferred verifiers drjointly-verifying preferred verifiers. Further, for our
analysis of jointly verified BAP, we assumed that Aljoint verifiers are also preferred verifiers. In practice, it is also possible that
only some of the joint verifiers are preferred verifiers. However, extensions of the analysis to all these cases are straight-forward.

Similar to the concept of explicitly targeting nodes, the source may also expksithudenodes. This can be done by choosing
hash depths to ensure that excluded nodes may not be able to verify the authentication data with high certainty (an excluded node w



still be able to verify MACs corresponding to keys it shares for the source node, for which it has a lower hash depth than the source
node). This would increase the security of authentication against attackers when there are “reasons to believe” that some nodes m
have been compromised (or in practice, this may be used to exclude nodes that have been “revoked” from the system because th
are suspected to be compromised).
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