
Assumptions Related to Discrete Logarithms:

Why Subtleties Make a Real Difference

Ahmad-Reza Sadeghi Michael Steiner

Fachrichtung Informatik, Universität des Saarlandes

D-66123 Saarbrücken, Germany

{sadeghi,steiner}@cs.uni-sb.de

August 23, 2002

Abstract

The security of many cryptographic constructions relies on assump-
tions related to Discrete Logarithms (DL), e.g., the Diffie-Hellman, Square
Exponent, Inverse Exponent or Representation Problem assumptions. In
the concrete formalizations of these assumptions one has some degrees
of freedom offered by parameters such as computational model, problem
type (computational, decisional) or success probability of adversary. How-
ever, these parameters and their impact are often not properly considered
or are simply overlooked in the existing literature.

In this paper we identify parameters relevant to cryptographic ap-
plications and describe a formal framework for defining DL-related as-
sumptions. This enables us to precisely and systematically classify these
assumptions.

In particular, we identify a parameter, termed granularity, which de-
scribes the underlying probability space in an assumption. Varying gran-
ularity we discover the following surprising result: We prove that two DL-
related assumptions can be reduced to each other for medium granularity
but we also show that they are provably not reducible with generic algo-
rithms for high granularity. Further we show that reductions for medium
granularity can achieve much better concrete security than equivalent
high-granularity reductions.

Keywords: Complexity Theory, Cryptographic Assumptions, Generic Algorithms,

Discrete Logarithms, Diffie-Hellman, Square Exponent, Inverse Exponent.
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1 Introduction

Most modern cryptographic systems rely on assumptions on the computational
difficulty of some particular number-theoretic problem.1 One well-known class of

1The exceptions are information-theoretically secure systems and systems such as hash-
functions or shared-key encryption relying on heuristic assumptions, e.g., the Random Oracle
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assumptions is related to the difficulty of computing discrete logarithms in cyclic
groups (McCurley 1990). In this class a number of variants exists. The most
prominent ones, besides Discrete Logarithm (DL), are the computational
and decisional Diffie-Hellman (DH) assumptions (Diffie and Hellman 1976;
Brands 1994) Less known assumptions are Matching Diffie-Hellman
(Frankel et al. 1996), Square Exponent (SE) (Maurer and Wolf 1996),
and Inverse Exponent (IE) (Pfitzmann and Sadeghi 2000), an assump-
tion closely related to the Inverted-Additive Exponent (IAE) Prob-
lem introduced by MacKenzie (2001)2 and also implicitly required for the
security of the schemes proposed by Camenisch, Maurer, and Stadler (1996)
and Davida, Frankel, Tsiounis, and Yung (1997). Further related assump-
tions mentioned in the sequel are Generalized Diffie-Hellman (GDH)
(Shmuely 1985; Steiner et al. 1996) and the Representation Problem (RP)
(Brands 1994). Several additional papers have studied relations among these as-
sumptions, e.g., (Shoup 1997; Maurer and Wolf 1998a; Maurer and Wolf 1998b;
Biham et al. 1999; Wolf 1999).

In the concrete formalizations of these assumptions one has various degrees
of freedom offered by parameters such as computational model, problem type
(computational, decisional or matching) or success probability of the adversary.
However, such aspects are often not precisely considered in the literature and
consequences are simply overlooked. In this paper, we address these aspects
by identifying the parameters relevant to cryptographic assumptions. Based on
this, we present a formal framework and a concise notation for defining DL-
related assumptions. This enables us to precisely and systematically classify
these assumptions.

Among the specified parameters, we focus on a parameter we call granular-

ity of the probability space which underlies an assumption. Granularity defines
what part of the underlying algebraic structure (i.e., algebraic group and gen-
erator) is part of the probability space and what is fixed in advance: For high
granularity an assumption has to hold for all groups and generators; for medium
granularity the choice of the generator is included in the probability space and
for low granularity the probability is taken over both the choice of the group
and the generator. Assumptions with lower granularity are weaker than those
with higher granularity. Nonetheless, not all cryptographic settings can rely on
the weaker variants: Only when the choice of the system parameters is guaran-
teed to be random one can rely on a low-granularity assumption. For example,
consider an anonymous payment system where the bank chooses the system
parameters. To base the security of such a system a-priori on a low-granularity
assumption would not be appropriate. A cheating bank might try to choose a
weak group with trapdoors (easy problem instances) to violate the anonymity of
the customer. Such a cheater strategy might be possible even if the low-granular
assumption holds: The assumption would ensure that the overall number of easy

Model (Bellare and Rogaway 1993).
2Note that SE and IAE are originally called Squaring Diffie-Hellman (Wolf 1999) and

Inverted-Additive Diffie-Hellman (MacKenzie 2001), respectively. They are renamed here for
consistency and clarity reasons.
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problem instances is asymptotically negligible (in respect to the security param-
eter). Nonetheless, it would not rule out that there are infinitely many weak
groups! However, if we choose the system parameters of the payment system
through a random yet verifiable process we can resort to a weaker assumption
with lower granularity. To our knowledge no paper on anonymous payment
systems addresses this issue properly. Granularity was also overlooked in differ-
ent contexts, e.g., Boneh (1998) ignores the fact that low-granular assumptions
are not known to be random self-reducible and comes to a wrong conclusion
regarding the correctness of a certain self-corrector.

In this paper, we show that varying granularity can lead to surprising re-
sults. We extend the results of Wolf (1999) to the problem class IE, i.e., we
prove statements on relations between IE, DH and SE for both computational
and decisional variants in the setting of Wolf (1999), which corresponds to the
high-granular case. We then consider medium granularity (with other param-
eters unchanged) and show the impact: We prove that the decisional IE and
SE assumptions are equivalent for medium granularity whereas this is prov-
ably not possible for their high-granular variants, at least not in the generic
model (Shoup 1997). We also show that reductions between computational IE,
SE and DH can offer much better concrete security for medium granularity than
their high-granular analogues.

2 Terminology

2.1 General Notational Conventions

By {a, b, c, . . . } and (a, b, c, . . . ) we denote the set and the sequence

consisting of the elements a, b, c, . . . . By specifying a set as
{f(v1 , . . . , vn) | pred(v1 , . . . , vn )} we mean the set of elements we get by evalu-
ating the formula f with any instantiation of the n free variables v1 , . . . , vn
which fulfills the predicate pred, e.g., {(v , v 2) | v ∈

�
} denotes the set of

all tuples which contain a natural number and its square. Similarly, we de-
fine (f(v1 , . . . , vn) | pred(v1 , . . . , vn )) to be the sequence of elements we get
by evaluating the formula f with any instantiation of the n free variables
v1 , . . . , vn which fulfills the predicate pred. The elements are ordered according
to some arbitrary but fixed order relation on the (instantiated) argument tuples
(v1 , . . . , vn). For example, ((v , v2) | v ∈

�
) denotes the infinite sequence of all

tuples which contain a natural number and its square, and where the sequence
is ordered, e.g., using the standard order < on

�
and the value of v as the sort

index.
The evaluation and following assignment of an expression expr to a variable

v is denoted by v ← expr. By v R← S we mean the assignment of a uniformly
chosen random element from the set S to variable v . Similarly, v ∈R S denotes
that v is a uniformly distributed random element from set S . Finally, by t:=expr

we mean that by definition the term t is equal to expr.
Simple random variables are specified as v R← S as mentioned above. To
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specify more complicated random variables, we use the following notation:
(f(v1 , . . . , vn ) :: assign(v1 , . . . , vn )). By this we mean the random variable hav-
ing a structure as defined by the formula f and a probability space as induced
by binding the n free variables v1 , . . . , vn via the assignment rule assign, e.g.,
((v , v2) :: v R← � n) denotes the random variable consisting of a tuple which con-
tains an integer and its square where the integer is uniformly chosen from � n.
Similarly, {f(v1 , . . . , vn) :: assign(v1 , . . . , vn)} defines an ensemble of random
variables indexed by the free variables vi which are left unspecified in the assign-
ment rule assign and which have by definition domain

�
, e.g., {(v , v k) :: v R← � n}

denotes the ensemble of random variables consisting of a tuple which contain
an integer and its k-th power where the integer is uniformly chosen from � n

and the natural number k is the index of the ensemble. Finally, let v be some
arbitrary random variable or random variable ensemble. Then, [v ] denotes the
set of all possible values of v .

To specify probabilities, we use the notation Prob[pred(v1 , . . . , vn ) ::
assign(v1 , . . . , vn )]. This denotes the probability that the predicate pred holds
when the probability is taken over a probability space defined by the formula
assign on the n free variables vi of the predicate pred. For example, Prob[v ≡ 0
(mod 2) :: v R← � n] denotes the probability that a random element of � n is even.

For convenience, by log we always mean the logarithm to the base two.

2.2 Asymptotics

Cryptographic assumptions are always expressed asymptotically in a security
parameter k ∈

�
. To classify the asymptotic behavior of functions

�
→ � ∗

(with � ∗ denoting the set of all non-negative real numbers) we require the
following definitions.

We can extend ordinary relation operators op ∈ {<,≤, =, >,≥} on elements
of � ∗ to asymptotic relation operators op∞ on functions f1 and f2 defined as
above as follows:

f1(k) op∞ f2(k) := ∃k0 ∀k>k0 : f1(k) op f2(k).

The corresponding negation of the asymptotic relation operators is then denoted
by 6<∞ , 6≤∞ , 6=∞ , 6≥∞ , and 6>∞ , respectively.

For example, f1(k) <∞ f2(k) means that f1 is asymptotically strictly smaller
than f2 and f1(k) 6≥∞ f2(k) means that f1 is not asymptotically larger or equal
to f2, i.e., for each k0 there is a k1 > k0 such that f1(k1) < f2(k1). However,
note that the f1(k) 6≥∞ f2(k) does not imply f1(k) <∞ f2(k)!

Let poly(v) be the class of univariate polynomials with variable v and

non-negative coefficients, i.e., poly(v) := {
∑d

i=0 aiv
i | d ∈

�
0 ∧ ai ∈

�
0}.

Furthermore, let poly(v1 , . . . , vn ) be the class of multivariate polynomi-
als with n variables vj and non-negative coefficients, i.e., poly(v1 , . . . , vn) :=

{
∑d

i=0

∑|Di|
j=1 aij

∏n
l=1 vl

dijl | d ∈
�

0 ∧ aij ∈
�

0 ∧ (dij1, . . . , dijn) ∈ Dn
i } where

Dn
i := {(dl | l∈{1, . . . , n}) | dl∈

�
0 ∧

∑n
l=1 dl = i}. Based on this we can define

the following useful classes of functions:
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A negligible function ε(k) is a function where the inverse of any polynomial
is asymptotically an upper bound, i.e., ∀d > 0 ∃k0 ∀k > k0 : ε(k) < 1/kd. We
denote this by ε(k) <∞ 1/poly(k). If ε(k) cannot be upper bounded in such a
way, we say ε(k) is not negligible and we denote this by ε(k) 6<∞ 1/poly(k).

A non-negligible function f(k) is a function which asymptotically can be
lower bounded by the inverse of some polynomial, i.e., ∃d > 0 ∃k0 ∀k > k0 :
f(k) ≥ 1/kd. We denote this by f(k) ≥∞ 1/poly(k).3 If f(k) cannot be lower
bounded in such a way we say f(k) is not non-negligible and denote this by
f(k) 6≥∞ 1/poly(k).

Non-negligible functions are — when seen as a class — closed under
multivariate polynomial composition, i.e., ∀n ∈

�
∀i ∈ {1, . . . , n} ∀p ∈

poly(v1 , . . . , vn)\{0poly} ∀fi ≥∞ 1/poly(k) : p(f1, . . . , fn) ≥∞ 1/poly(k) where
0poly denotes the null polynomial. This holds also for negligible functions if
there is no non-zero constant term in the polynomial, i.e., we select only ele-
ments from the class poly(v1 , . . . , vn ) where a01 is zero. For not negligible and
not non-negligible functions this holds solely for univariate polynomial com-
position. Finally, the addition (multiplication) of a non-negligible and a not
negligible function is a non-negligible (not negligible) function. Similarly, the
addition of a negligible and a not non-negligible function is a not non-negligible
function. The multiplication of a negligible and a not non-negligible function is a
not non-negligible function or even a negligible function if the not non-negligible
function can be upper bounded by some polynomial.

2.3 Computational Model

The computational model is based on the class TM of probabilistic Turing

machines on the binary alphabet {0, 1}. The runtime of a Turing machine
M is measured by the number of simple Turing steps from the initial state
with given inputs until the machine reaches a final state. This is denoted by
RunTime(M(inputs)).The complexity of a Turing machine is expressed as a
function of the bit-length of the inputs encoded on its input tape and defined
as the maximum runtime for any input of a given bit-length. To make the def-
inition of the probability spaces more explicit, we model a probabilistic Turing
machine always as a deterministic machine with the random coins given as an
explicit input C chosen from the uniform distribution of infinite binary strings

U . However, we do not consider the randomness when calculating the length
of the inputs. The important class of polynomial-time Turing machines is
the class of machines with polynomial complexity:

{A | A ∈ TM;

∀d1; ∃d2; ∀k;

∀inputs ∈ {0, 1}k
d1

; ∀C ∈ {0, 1}∞;

: RunTime(A(C, inputs)) < kd2}
3Note that not negligible is not the same as non-negligible, there are functions which are

neither negligible nor non-negligible!
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When we use the term efficient in the context of algorithms or computation
we mean a Turing machine with polynomial complexity. By a hard problem
we mean the absence of any efficient algorithm (asymptotically) solving that
problem.

In some situations, e.g., in a reduction, a machine M has access to some
other machines O1, . . . ,On and can query them as oracles. We denote this by
MO1,... ,On . This means that the machine M can write the input tapes of all Oi,
run them on that input, and read the corresponding output tapes. However, M

does not get access to the internal structure or state of the oracle.

2.4 Indistinguishability

Let two families of random variables X := (Xk | k ∈
�

) and Y := (Yk | k ∈
�

)
be defined over some discrete domain D. They are said to be computa-
tionally indistinguishable iff there is no efficient distinguishing algorithm
D which can distinguish the two asymptotically, i.e., |Prob[D(1k,Xk ) = 1] −

Prob[D(1k,Yk) = 1]| is a negligible function in k. This is denoted by X
c
≈Y .

X and Y are statistically indistinguishable iff the statistical difference
∆(X ,Y )(k):=

∑

d∈D |Prob[Xk = d]−Prob[Yk = d]| is a negligible function. This

is written as X
s
≈Y .

2.5 Algebraic Structures

The following terms are related to the algebraic structures underlying an as-
sumption.

Finite cyclic group G: A group is an algebraic structure with a set G of
group elements and a binary group operation ∗ : G×G→ G such that the
following conditions hold:

• the group operation is associative, i.e., a ∗ (b ∗ c) = (a ∗ b) ∗ c for all
a, b, c ∈ G,

• there is an identity element 1 ∈ G such that a ∗ 1 = a = 1 ∗ a for all
a ∈ G, and

• for each a ∈ G there is an inverse a−1 ∈ G such that a∗a−1 = 1 = a−1 ∗a.

The group order is the cardinality of the set G and is denoted by |G|.

In the following, we write group operations always multiplicatively by juxtapo-
sition of group elements; Nonetheless, note that the following results apply —
with the appropriate adaption of notation — also to additive groups such as
elliptic curves. The exponentiation ax for a ∈ G and x ∈

�
0 is then defined

as usual as

x times
︷ ︸︸ ︷
a · · ·a. The discrete logarithm of a given b ∈ G in respect to a

specified base a ∈ G is the smallest x ∈
�

0 such that ax = b or undefined if
no such x exists. The order of a group element b ∈ G is the least positive
integer x such that bx = 1 or ∞ if no such x exists.
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A group G is finite if |G| is finite. A group G is cyclic if there is a generator
g ∈ G, such that ∀b ∈ G ∃!x ∈ � |G| : gx = b. The order of all elements in a
finite cyclic group G divides |G|. In particular, there are exactly ϕ(d) elements
of order d (where d is any divisor of |G|).

All considered assumptions are based on finite cyclic groups. For brevity, how-
ever, we omit the “finite cyclic” in the sequel and refer to them simply as
“groups”.

For more information on the relevant abstract algebra we refer you to the book
of Lidl and Niederreiter (1997).

Algorithmically, the following is noteworthy: Finding generators can be done
efficiently when the factorization of |G| is known; it is possible to perform ex-
ponentiations in O(log (|G|)) group operations; and computing inverses can
be done in O(log (|G|)) group operations under the condition that |G| is
known. For the corresponding algorithms and further algorithms for abstract
or concrete groups we refer you to the books of Bach and Shallit (1996) and
Menezes, van Oorschot, and Vanstone (1997).

Structure instance SI :A tuple (G, g1, . . . , gn) containing a group G as first
element followed by a sequence of one or more generators gi. This represents
the structure underlying a particular problem. We can assume that the structure
instance SI (though not necessarily properties thereof such as the order or the
factorization of the order) is publicly known.

As a convention we abbreviate g1 to g if there is only a single generator associ-
ated with a given structure instance.

2.6 Problems

The following two terms characterize a particular problem underlying an as-
sumption.

Problem family P : A family of abstract relations indexed by their underlying
structure instance SI . An example is the family of Diffie-Hellman problems
which relate two (secret) numbers x and y, the two (public) values gx and gy,
and the value gxy where all exponentiations are computed using the generator g
specified in SI . We define a problem family by explicitly describing its problem
instances as shown in the next paragraph.

Problem instance PI : A list of concrete parameters fully describing a partic-
ular instance of a problem family, i.e., a description of the structure instance SI
and a tuple (priv , publ , sol) where priv is the tuple of values kept secret from
adversaries, publ is the tuple of information publicly known on that problem
and sol is the set of possible solutions4 of that problem instance. When not ex-
plicitly stated, we can assume that priv consists always of elements from � |G|,

4The solutions might not be unique, e.g., multiple solution tuples match a given public
value in the case of the Representation Problem (See Section 3, Parameter 1).
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publ consists of elements from G, and sol is either a set of elements from � |G|

or from G.

If we take the aforementioned Diffie-Hellman problem for subgroups of � ∗
p of

order q with p and q prime as an example, a problem instance PI DH is defined
by a tuple

((( � ∗
p/q, p, q), (g)), ((x, y), (gx, gy), {(gxy)}))

where � ∗
p/q denotes the parameterized description of the group and its operation,

and p, q are the corresponding group parameters. (More details on the group
description and parameter are given below when group samplers are introduced.)

This presentation achieves a certain uniformity of description and allows a
generic definition of types of problems, i.e., whether it is a decisional or com-
putational variant of a problem. While this might not be obvious right now, it
should become clear at the latest in Section 3 below when we give the explicit
definition of the different problem families with Parameter 1 and the precise
definition of problem types with Parameter 2.

For convenience, we define PI SI , PI publ , PI priv and PI sol to be the projection
of a problem instance PI to its structure instance, public, private and solution
part, respectively. Picking up again above example, this means PI DH

SI :=
(( � ∗

p/q, p, q), (g)), PI DH
priv :=(x, y), PI DH

publ :=(gx, gy), and PI DH
sol :={gxy},

respectively.

2.7 Samplers

In the following, we describe different probabilistic polynomial-time algorithms
we use to randomly select (sample) various parameters. Note that these sam-
plers cannot be assumed to be publicly known, i.e., to sample from the corre-
sponding domains adversaries have to construct their own sampling algorithms
from publicly known information.

Group sampler SGG : A function which, when given a security parameter
k as input, randomly selects a group G and returns a corresponding group
index. We assume that a group sampler selects groups only of similar na-
ture and type, i.e., there is a general description of a Turing machine which,
based on a group index as parameter, implements at least the group opera-
tion and the equality test, and specifies how the group elements are repre-
sented. An example are the groups pioneered by Schnorr (1991) in his identi-
fication and signature schemes and also used in the Digital Signature Stan-
dard (DSS) (National Institute of Standards and Technology (NIST) 2000),
i.e., unique subgroups of � ∗

p of order q with p and q prime. The group index
would be (p, q) and the description of the necessary algorithms would be taken,
e.g., from Menezes et al. (1997). Note that, in this example, the group index
allows the derivation of the group order and the factorization thereof. However,
it cannot be assumed that the group index — the only information besides the
description of the Turing machine which will be always publicly known about
the group — allows to derive such knowledge on the group order in general.
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The set of groups possibly returned by a group sampler, i.e., [SGG ], is called
in the sequel a group family G and is required to be infinite. To make the
specific group family G more explicit in the sampler we often label the sam-
pler accordingly as SGG , e.g., for above example the sampler would be named
SG � ∗

p/q
.

Furthermore, the set of possible groups G returned by SGG for a given fixed
security parameter k, i.e., [SGG(1k)], is called group siblings GSG(k). This rep-
resents the groups of a given family G with approximately the same “security”.
We assume that the group operation and equality test for the groups in GSG(k)

can be computed efficiently (in k); yet the underlying problem is supposedly
asymptotically hard.

Slightly restricting the class of samplers, we require that the order |G| of
all G ∈ GSG(k) is approximately the same. In particular, we assume that
the order can be bounded in the security parameter, i.e., ∃d1, d2 > 0 ∀k >
1 ∀G ∈ GSG(k) : kd1 ≤ log (|G|) ≤ kd2 .5 For Schnorr signatures, in the ex-
ample given above, a group sampler might choose the random primes p and
q with |q| ≈ 2k and p = rq + 1 for an integer r sufficiently large to make
DL hard to compute in security parameter k. See Menezes et al. (1997) and
Odlyzko (2000) for the state-of-the-art algorithms for computing discrete log-
arithms and Lenstra and Verheul (2001) for a methodology on how to choose
parameters (as a function of the security parameter k), illustrated concretely
for group families such as � ∗

p or elliptic curves.

Generator sampler Sg: A function which, when given a description of a group
G for a fixed group family, randomly selects a generator g ∈ G. We assume that
Sg has always access somehow, e.g., via an oracle, to the factorization of the
group order. This information is required by the sampler as the group index
might not be sufficient to find generators efficiently. This covers the situation
where an honest party chooses the group as well as the generator but keeps
the factorization of the group order secret. However, it also implies that the
factorization of the order should in general be public when the adversary chooses
the generators.

Note that the number of generators is ϕ(|G|) and, due to requirements on
group orders mentioned above, always super-polynomial in the security param-
eter k: Given the lower bound ∀n ≥ 5 : ϕ(n) > n/(6 log (log (n))) (Fact
2.102, Menezes et al. 1997) and our size restrictions on |G| we have asymptoti-
cally the following relation: ϕ(|G|)/|G| > 1/O(log k) > 1/k.

Problem instance sampler SPI P : A function indexed by a problem family
P which, when given a description of a structure instance SI as input, ran-

5This restriction is mainly for easier treatment in various reductions and is not a hindrance
in practical applications: On the one hand, the upper bound is tight (larger groups cannot
have efficient group operations). On the other hand, the common approach in choosing a
safe group order, e.g., as proposed by Lenstra and Verheul (2001), will relate the group order
closely to the negligible probability of guessing a random element correctly, and hence result
in exponential order.
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domly selects a problem instance PI . Similarly to Sg, we assume that SPI P

gets always access to the factorization of the group order. Furthermore, SPI P

gets also access to the discrete logarithms among the different generators in
SI . This is required for some problem families, e.g., IE and RP(n).6 In most
cases and in all examples considered here, this corresponds to randomly select-
ing priv and deriving publ and sol from it. For example, a problem instance
sampler SPI DH for the Diffie-Hellman problem family would return a tuple
(SI , ((x, y), (gx, gy), {(gxy)})) with x and y randomly picked from � |G| and g
taken from SI . When the specific problem family P is not relevant or clear
from the context we abbreviate SPI P to SPI .

Note that the running time of the samplers is always polynomially bounded
in the security parameter k.7

If not stated explicitly we can always assume a uniform distribution of the
sampled elements in the corresponding domains, as done in most cases of crypto-
graphic applications. The rare exceptions are cases such as the c-DLSE assump-
tion (Patel and Sundaram 1998; Gennaro 2000), an assumption on the difficulty
of taking discrete logarithms when the random exponents are taken only from a
small set, i.e., � 2c with c = ω(log log |G|) instead of � |G|, or the Diffie-Hellman
Indistinguishability (DHI) assumptions introduced by Canetti (1997). The dif-
ficulty of these assumptions is not necessarily their individual specification, e.g.,
c-DLSE could be defined by suitably restricting the domain of the sol part of
a DL problem instance. The deeper problem is that proving relations among
these and other assumptions seems to require very specific tools, e.g., for ran-
domization and analysis of resulting success probabilities, and are difficult to
generalize as desirable for a classification as presented here. However, it might
be worthwhile to investigate in future work whether these cases can be addressed
by treating the sampling probability distribution as an explicit parameter of the
classification. To make this extension promising, one would have to first find
a suitable categorization of sampling probability distributions which: (1) cap-
tures the assumptions currently not addressed, and (2) offers tools assisting in
proving reductions in a generalizable fashion.

3 Parameters of DL-based Assumptions

In defining assumptions, a cryptographer has various degrees of freedom related
to the concrete mathematical formulation of the assumption, e.g., what kind of
attackers are considered or over what values the probability spaces are defined.

6As a practical consequence, it means that for such problem families either this information
has to be public, e.g., the group index should allow the derivation of the factorization of the
order, or the group and generators are chosen by the same party which samples the problem
instance.

7For SG this holds trivially as we required samplers to be polynomial-time in their inputs.
The input of Sg are the outputs of a single call of a machine (SG) polynomially bounded
by k and, therefore, can be polynomially upper bounded in k. As the class of polynomials is
closed under polynomial composition this holds also for Sg and, using similar reasoning, also
for SPI .
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To shed some light in these degrees of freedom we classify intractability
assumptions for problems related to DL and relevant to many cryptographic
applications. We identify the following orthogonal parameters. Additionally,
we give for each of these parameters in a corresponding sublist different values
which can produce significantly different assumptions.

1. Problem family: The following problem families are useful (and often
used) for cryptographic applications. As mentioned in Section 2.6 we
define the problem family (or more precisely their problem instances) by
a structure instance SI (described abstractly by G and gi’s) and a tuple
(priv , publ , sol):

DL (Discrete Logarithm):

PI DL := ((G, g), ((x), (gx), {(x)})).

DH (Diffie-Hellman):

PI DH := ((G, g), ((x, y), (gx, gy), {(gxy)}))

GDH(n) (Generalized Diffie-Hellman for n ≥ 2):

PI GDH(n) := ((G, g), ((xi|i ∈ {1, . . . , n}),

(g
�

i∈I xi | I ⊂ {1, . . . , n}), {(g
� n

i=1 xi)})),

where n is a fixed parameter.8

SE (Square-Exponent):

PI SE := ((G, g), ((x), (gx), {(gx2

)})).

IE (Inverse-Exponent):

PI IE := ((G, g), ((x), (gx), {(gx−1

)})).

Note that for elements x′ ∈ � |G| \ � ∗
|G| the value x−1 is not defined.

Therefore, PI IE
priv (= (x)) has to contain an element of � ∗

|G|,
contrary to the previously mentioned problem families where priv
consists of elements from � |G|.

RP(n) (Representation Problem for n ≥ 2):

PI RP(n) := ((G, g1, . . . , gn), ((xi | i ∈ {1, . . . , n}), (

n∏

i=1

gxi

i ),

{(x′
i | i ∈ {1, . . . , n}) | (x′

i ∈ � |G|) ∧ (

n∏

i=1

g
x′

i

i =

n∏

i=1

gxi

i )})),

8A slightly generalized form GDH(n(k)) would allow n to be a function in k. However, this
function can grow at most logarithmically (otherwise the tuple would be of super-polynomial
size!)
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where n is a fixed parameter.9

IAE (Inverted Additive Exponent Problem):

PI IAE := ((G, g), ((x, y), (g1/x, g1/y), {(g1/(x+y))})).

Similar to IE, PI IAE
priv (= (x, y)) consists of elements from � ∗

|G|.
Additionally, it has to hold that x + y ∈ � ∗

|G|.

2. Problem type: Each problem can be formulated in three variants.

C (Computational): For a given problem instance PI an algorithm A
succeeds if and only if it can solve PI , i.e., A(. . . ,PI publ) ∈ PI sol .
For the Diffie-Hellman problem family this means that A gets gx and
gy as input and the task is to compute gxy.

There is a small twist in the meaning of A(. . . ,PI publ) ∈ PI sol : As
|G| is not necessarily known, A might not be able to represent ele-
ments of � |G| required in the solution set uniquely in their “principal”
representation as elements of {0, . . . , |G|−1}. Therefore, we allow A
in these cases to return elements of � and we implicitly reduce them
mod|G|.

D (Decisional): For a given problem instance PI 0, a random problem
instance PI 1 chosen with the same structure instance using the cor-
responding problem instance sampler and a random bit b, the al-
gorithm A succeeds if and only if it can decide whether a given
solution chosen randomly from the solution set of one of the two
problem instances corresponds to the given problem instance, i.e.,
A(. . . ,PI publ , sol c)) = b where sol c

R← PI b
sol .10 For the Diffie-

Hellman problem family this means that A gets gx, gy and gc (where
c is either xy or x′y′ for x′, y′ ∈R � |G|) as input and the task is to
decide whether gc is gxy or not.

M (Matching): For two given problem instances PI 0 and PI 1 and a ran-
dom bit b, the algorithmA succeeds if and only if it can correctly asso-
ciate the given solutions with their corresponding problem instances,
i.e., A(. . . ,PI 0

publ ,PI 1
publ , sol b, sol b̄) = b where sol0

R← PI 0
sol and

sol1
R← PI 1

sol . For the Diffie-Hellman problem family this means
that A gets gx0 , gy0 , gx1 , gy1 , gxbyb and gxb̄yb̄ as input and the task
is to predict b.

9Similar to GDH(n) one can also define here a slightly generalized form RP(n(k)). In this
case one can allow n(k) to grow even polynomially.

10This definition differs subtly from most other definitions of decisional problems: Here the
distribution of the challenge solc is for b = 1, i.e., the random “wrong” challenge, according
to the distribution of sol induced by SPI whereas most others consider it to be a (uniformly
chosen) random element of G. Taking DIE or DDH with groups where the order has small
factors these distributions are quite different! Conceptually, the definition here seems more
reasonable, e.g., in a key exchange protocol you distinguish a key from an arbitrary key, not
an arbitrary random value. It also addresses nicely the case of samplers with non-uniform
distributions.
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Initially, only computational assumptions, which follow naturally from
informal security requirements, were considered in cryptography. For ex-
ample, a key exchange protocol should prevent the complete recovery of
the key which is usually the solution part of an assumption. However,
the later formalization of security requirements, in particular semantic
security (Goldwasser and Micali 1984), requires often the indistinguisha-
bility of random variables. Taking again the example of a key exchange
protocol, it was realized that if you do not want to make strong require-
ments on the particular use of exchanged keys but allow the modular and
transparent composition of key exchange protocols with other protocols,
e.g., for secure sessions, it is essential that an exchanged key is indistin-
guishable from random keys, i.e., not even partial information on the key is
leaked. While this does not necessarily imply decisional assumptions, such
assumptions might be indispensable for efficient systems: There is an effi-
cient encryption scheme secure against adaptive adversaries under the De-
cisional Diffie-Hellman assumption (Cramer and Shoup 1998). Nonethe-
less, no system is known today which achieves the same security under a
similar computational assumption in the standard model.11 Finally, the
matching variant was introduced by Frankel, Tsiounis, and Yung (1996)
where it showed to be a useful tool to construct fair off-line cash.
Handschuh, Tsiounis, and Yung (1999) later showed that the matching
and the decisional variants of Diffie-Hellman are equivalent, a proof which
is adaptable also to other problem families.

3. Group family: Various group families are used in cryptographic appli-
cations. The following list contains some of the more common ones. For
brevity we do not mention the specific parameter choice as a function of k.
We refer you to, e.g., Lenstra and Verheul (2001), for concrete proposals:

� ∗
p: The multiplicative groups of integers modulo a prime p with group

order ϕ(p) having at least one large prime factor. The group index
is p.

� ∗
p/q: The subgroups of � ∗

p of prime order q. The group index is the tuple

(p, q).

� ∗
n: The multiplicative groups of integers modulo a product n of two (or

more) large primes p and q with p− 1 and q − 1 containing at least
one large prime factor. The group index is n.12

�
� ∗

n: The subgroups of � ∗
n formed by the quadratic residues with n prod-

uct of two large safe13 primes. The group index is n.

11There are efficient schemes known in the random oracle
model (Bellare and Rogaway 1993), e.g., OAEP (Bellare and Rogaway 1995; Boneh 2001;
Shoup 2001; Fujisaki et al. 2001). However, this model is strictly weaker than the standard
model and has a number of caveats (Canetti et al. 1998).

12This means that the order of the group is secret if we assume factoring n is hard.
13A prime p is a safe prime when p − 1 = 2p′ and p′ ∈ � .
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Ea,b/ � p : The elliptic curves over � p with p and |Ea,b| prime with group
index (a, b, p).

The concrete choice of a group family has significant practical impact
on aspects such as computation or bandwidth efficiency or suitability for
a particular hardware but discussing this goes beyond the scope of this
document, namely comparing assumptions. In this scope, it is mostly suf-
ficient to classify simple and abstract properties of the chosen family and
the public knowledge about a given group. We established the following
two general criteria:

(a) The factorization of the group order contains

lprim: large prime factors (at least one). Formally, it has to hold
that (with � being the set of prime numbers):

∀d>0 ∃k0 ∀k>k0 ∀G∈GSG(k) ∃p∈ � ∃r∈
�

: |G|=pr ∧ p>kd,

nsprim: no small prime factor. Formally, the following has to hold:

∀d>0 ∃k0 ∀k>k0 ∀G∈GSG(k)

�
p∈ � ∃r∈

�
: |G|=pr ∧ p<kd,

prim: only a single and large prime factor.

Note that this is a strict hierarchy and later values imply earlier ones.
There would also be an obvious fourth value, namely the order con-
tains no large factor. However, in such cases no reasonable DL based
assumption seems possible (Pohlig and Hellman 1978; Pollard 1978).

(b) The group order is publicly

o: unknown,

o: known,

fct: known including its complete14 factorization.

We assume any such public knowledge to be encoded in the descrip-
tion returned by a group sampler SG. Note that in practice the group
order is never completely unknown: at least an efficiently computable
upper bound B(|G|) can always be derived, e.g., from the bit-length
of the representation of group elements. This can be exploited, e.g., in
achieving random self-reducibility15 (Blum and Micali 1984) for
DDH even in the case where the order is not known (Boneh 1998).

The cryptographic application will determine which of above properties
hold, e.g., a verifiable group generation will quite likely result in a publicly
known factorization.

14If the order is known then small prime factors can always be computed. Insofar the case
here extends the knowledge about the factorization also to large prime factors.

15Informally, a problem is random self-reducible if solving any problem instance can be
reduced to solving the problem on a random instance, i.e., when given an instance x we can
efficiently randomize it to a random instance xR and can efficiently derive (derandomize) the
solution for x from the solution returned by an oracle call on xR.



16 3 PARAMETERS OF DL-BASED ASSUMPTIONS

Furthermore, note that the group families given above implicitly fix the
properties of the group order factorization ( � ∗

p: lprim; � ∗
p/q: prim; � ∗

n:

lprim;
�

� ∗
n: nsprim; Ea,b/ � p : prim), and the public knowledge about it

( � ∗
p: o; � ∗

p/q: fct; � ∗
n: o;

�
� ∗

n: o; Ea,b/ � p : fct).

4. Computational capability of adversary: Potential algorithms solv-
ing a problem have to be computationally limited for number-theoretic
assumptions to be meaningful (otherwise we could never assume their
nonexistence). Here, we only consider probabilistic polynomial-time al-
gorithms (called adversaries in the following). The adversary can be
of

u (Uniform complexity): There is a single probabilistic Turing machine
A which for any given finite input returns a (not necessarily correct)
answer in polynomial time in its input length. As the complexity
of Turing machines is measured in the bit-length of the inputs the
inputs should be neither negligible nor super-polynomial in the secu-
rity parameter k, otherwise the algorithm might not be able to write
out the complete desired output or might become too powerful. To
address this issue one normally passes an additional input 1k to A
to lower bound the complexity and makes sure that the other inputs
can be polynomially upper bounded in k. In all cases considered
here, the inputs in the assumptions are already proportional to the
security parameters, see remarks on the size of groups and on the
runtime of samplers in Section 2.7. Therefore we can safely omit 1k

in the inputs of A.

n (Non-uniform complexity): There is an (infinite) family of Turing ma-
chines (Ak | k ∈

�
) with description size and running time of Ak

bounded by a polynomial in the security parameter k.16 Equivalent
alternatives are a (single) Turing Machine with polynomial running
time and an additional (not necessarily computable) family of aux-
iliary inputs polynomially bounded by the security parameter, or
families of circuits with the number of gates polynomially bounded
by the security parameter,17 respectively.

Uniform assumptions are (in many cases strictly) weaker than correspond-
ing non-uniform assumptions as any uniform algorithm is also a non-
uniform one. Furthermore, all uniform black-box reductions map to the
non-uniform case (but not necessarily vice-versa!) and henceforth most
uniform proofs should map to their non-uniform counterpart. This makes
uniform assumptions preferable over non-uniform assumptions (e.g., hon-
est users are normally uniform and weaker assumptions are always prefer-

16The remarks on input length and runtime mentioned above for uniform complexity also
apply here.

17In the case of circuits the bound on the running time automatically follows and does not
have to be explicitly restricted.
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able over stronger ones). However, uniform assumptions also assume uni-
form adversaries which is a weaker adversary model than the model con-
sidering non-uniform adversaries. Furthermore, there are proofs which
only work in a non-uniform model.

Further, potentially interesting yet currently ignored, attacker capabilities
would be bounds on space instead of (or in addition) to time. Adaptive
adversaries do not seem of concern for pure assumptions.

Ideally, one would consider larger, i.e., less restricted, classes of adversaries
than the strictly polynomial-time one following from the definition from
Section 2.3. It would seem more natural, e.g., to require polynomial be-
havior only on inputs valid for a given assumption or to allow algorithms,
e.g., Las Vegas algorithms, with no a-priori bound on the runtime.18 Un-
fortunately, such classes are difficult to define properly and even harder to
work with. However, as for each adversary of these classes there seems to
be a closely related (yet not necessarily black-box constructible) strictly
polynomial-time adversary with similar success probability, this restriction
seems of limited practical relevance.

5. “Algebraic knowledge”: A second parameter describing the adversary’s
computational capabilities relates to the adversary’s knowledge on the
group family. It can be one of the following:

σ (Generic): This means that the adversary does not know anything
about the structure (representation) of the underlying algebraic
group. More precisely this means that all group elements are rep-
resented using an encoding function σ(·) drawn randomly from
the set ΣG,g of bijective19 functions � |G| → G. Group opera-
tions can only be performed via the addition and inversion20 oracles
σ(x + y) ← σ+(σ(x), σ(y)) and σ(−x) ← σ−(x) respectively, which
the adversary receives as a black box (Shoup 1997; Nechaev 1994)
together with σ(1), the generator.

If we use σ in the following, we always mean the (not further specified)
random encoding used for generic algorithms with a group G and
generator g implied by the context. In particular, by Aσ we refer to
a generic algorithm. To prevent clutter in the presentation, we do
not explicitly encode group elements passed as inputs to such generic

18However, we would have to restrict the considerations to polynomial time runs when
measuring the success probability of adversaries.

19Others, e.g., Babai and Szemerédi (1984) and Boneh and Lipton (1996), considered the
more general case where elements are not necessarily unique and there is a separate equal-
ity oracle. However, that model is too weak to cover some important algorithms, e.g.,
Pohlig and Hellman (1978), which are intuitively “generic”. Furthermore, the impossibility
results mentioned later still hold when transfered to the more general case.

20Computing inverses is usually efficient only when the group order is known. However,
note that all impossibility results — the main use of generic adversaries — considered later
hold naturally also without the inversion oracle.
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algorithms. However, they should all be considered suitable encoded
with σ.

(marked by absence of σ) (Specific): In this case the adversary can
also exploit special properties (e.g., the encoding) of the underlying
group.

This separation is interesting for the following reasons:

• Tight lower bounds on the complexity of some DL-based as-
sumptions can lead to provably hard assumptions in the generic
model (Shoup 1997; Maurer and Wolf 1998b). No such results are
known in the standard model. However, similar to the random ora-
cle model (Bellare and Rogaway 1993) the generic model is idealized
and related pitfalls lure when used in a broader context than simple
assumptions (Fischlin 2000).

• A number of algorithms computing discrete logarithms are generic
in their nature. Two prominent ones are Pohlig-Hellman (1978) and
Pollard-ρ (1978) paired with Shanks Baby-Step Giant-Step optimiza-
tion. Furthermore, most reductions are generic.

• However, exploiting some structure in the group can lead to faster
algorithms, e.g., for finite fields there is the class of index-calculus
methods and in particular the generalized number field sieve (GNFS)
(Gordon 1993b; Schirokauer 1993) with sub-exponential expected
running time.

• Nonetheless, for many group families, e.g., elliptic curves, no specific
algorithms are known which compute the discrete logarithms better
than the generic algorithms mentioned above.

Note that a generic adversary can always be transformed to a specific
adversary but not necessarily vice-versa. Therefore, a reduction between
two generic assumptions is also a reduction between the specific counter-
parts of the two assumptions. However, proofs of the hardness of generic
assumptions or the non-existence of relations among them do not imply
their specific counterparts!

6. “Granularity of probability space”: Depending on what part of the
structure instance is a-priori fixed (i.e., the assumption has to hold for all
such parameters) or not (i.e., the parameters are part of the probability
space underlying an assumption) we can distinguish among the following
situations:

l (Low-granular): The group family (e.g., prime order subgroups of � ∗
p)

is fixed but not the specific structure instance (e.g., parameters p, q
and generators gi for the example group family given above).

m (Medium-granular): The group (e.g., p and q) but not the generators
gi are fixed.
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h (High-granular): The group as well as the generators gi are fixed.

An assumption defines a family of probability spaces Di, where the index
i is the tuple of k and, depending on granularity, group and generator, i.e.,
all parameters with an all-quantifier in the assumption statement. Each
probability space Di is defined over problem instances, random coins for
the adversary, and, again depending on granularity, groups and generators.
Note that for a given k there are always only polynomially many Di. In
the sequel we use the term probability space instance (PSI) for a
single probability space Di.

7. Success probability: This parameter gives an (asymptotic) upper bound
on how large a success probability we tolerate from an adversary. The suc-
cess probability is measured over the family of probability space instances
Di. Violation of an assumption means that there exists an algorithm A
whose success probability α(k) reaches or exceeds this bound for infinitely
many k in respect to at least one of the corresponding probability space
instances Di.

The upper bound and the corresponding adversary can be classified in the
following types:

1 (Perfect): The strict upper bound on the success probability is 1. There-
fore, a perfect adversary algorithm A with success probability α(k)
has to solve the complete probability mass of infinitely many Di, i.e.,
α(k) 6<∞ 1.

(1−1/poly(k)) (Strong): The bound is defined by the error probabil-
ity which has to be non-negligible. Therefore, a strong adversary
algorithm A has to be successful for infinitely many Di with over-
whelming probability., i.e., if α(k) is the success probability of A then
1− α(k) 6≥∞ 1/poly(k).

ε (Invariant): The strict upper bound is a fixed and given constant
0 < ε < 1. Therefore, the success probability α(k) of an invari-
ant adversary algorithm A has to be larger than ε for infinitely many
Di, i.e., α(k) 6<∞ ε.

1/poly(k) (Weak): All non-negligible functions are upper bounds, i.e.,
only negligible success probabilities are tolerated. Therefore, a weak
adversary algorithm A has to be successful with a not negligible
fraction of the probability mass of Di for infinitely many Di, i.e., if
α(k) is the success probability of A then α(k) 6<∞ 1/poly(k).

An assumption requiring the nonexistence of perfect adversaries corre-
sponds to worst-case complexity, i.e., if the assumption holds then there
are at least a few hard instances. However, what is a-priori required in
most cases in cryptography is a stronger assumption requiring the nonex-
istence of even weak adversaries, i.e., if the assumption holds then most
problem instances are hard.



20 4 DEFINING ASSUMPTIONS

The classification given above is certainly not exhaustive. The exploration
of new problem families, e.g., related to arbitrary multivariate functions in the
exponents as investigated by Kiltz (2001), might require additional values for
the existing parameters. This can be done without much impact on the clas-
sification itself and other results. However, the need for a new dimension such
as adding probability distributions as a separate parameter (see Section 2.7)
would be of much larger impact. Nevertheless, from the current experience,
above classification seems quite satisfactory.

4 Defining Assumptions

Using the parameters and corresponding values defined in the previous section
we can define intractability assumptions in a compact and precise way.

The notation for a given assumption is

$s-$t$P$a(c:$c; g:$g; f:$G)

where for each parameter there is a placeholder $X which is instantiated by the
labels corresponding to the value of that parameter in the given assumption.
The placeholders and values (with − denoting that this value can be absent in
the notation and has the same meaning as a corresponding wild card) are as
follows:

• $s: The algorithm’s success probability ($s ∈ {1, (1 − 1/poly(k)), ε,
1/poly(k)}).

• $t: The problem type ($t ∈ {C, D, M}).

• $P : The problem family ($P ∈ {DL, DH, GDH(n), SE, IE, RP(n), IAE}).

• $a: The algebraic knowledge of the algorithm ($a ∈ {σ,−}).

• $c: The algorithm’s complexity ($c ∈ {u, n}).

• $g: The granularity of the probability space ($g ∈ {h, m, l}).

• $G: The group family ($G ∈ {lprim, nsprim, prim,−}×{o, o, fct,−}×{ � ∗
p,

� ∗
p/q, � ∗

n,
�

� ∗
n, Ea,b/ � p ,−}).21

This is best illustrated in an example: The term

1/poly(k)-DDHσ(c:u; g:h; f:prim)

denotes the decisional (D) Diffie-Hellman (DH) assumption in prime-order
groups (f:prim) with weak success probability (1/poly(k)), limited to generic
algorithms (σ) of uniform complexity (c:u), and with high granularity (g:h).

To refer to classes of assumptions we use wild cards (∗) and sets ({· · · }) of
parameter values, e.g.,

21The parameters for G are not completely orthogonal in the sense that some combinations
do not exist, e.g., (prim, ·, ��� ∗

n), and some result in nonsensical assumptions, e.g., (·, fct, � ∗
n).

Nonetheless, the assumptions still can be defined and insofar this is not really of concern here.
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{(1−1/poly(k)),ε,1/poly(k)}-CDHσ(c:u; g:h; f:∗)

denotes the class of computational (C) Diffie-Hellman (DH) assumptions with
uniform complexity (c:u), limited to generic algorithms (σ), with high-granular
probability space (g:h), with some error ({(1− 1/poly(k)), ε, 1/poly(k)}) and
based on an arbitrary group family (f:∗).

Let us turn now to the meaning of an assumption described by above nota-
tion: By stating that an assumption $s-$t$P$a(c:$c; g:$g; f:$G) holds, we believe
that asymptotically no algorithm of complexity $c and algebraic knowledge $a
can solve (random) problem instances of a problem family $P with problem
type $t chosen from groups in $G with sufficient (as specified by $s) success
probability where the probability space is defined according to granularity $g.

The precise and formal definitions follow naturally and quite mechanically.
In defining an assumption we always require a bound k0 for the asymptotic
behavior which says that beyond that bound no adversary will be successful.
As further “ingredients” there are polynomials defined by their maximal degree
d1, d2 and d3 which bind the error probability, time and description of programs,
respectively. Finally, we require a machine (or family thereof) A (Ai) trying to
solve the problem, and various quantifiers specifying (using the various samplers)
the required parameters for a problem instance PI to solve.

Finally, we denote the class of uniform complexity adversaries by UPTM
and the corresponding class of generic adversaries by UPTMσ . The class of non-
uniform complexity and generic non-uniform complexity adversaries is denoted
similarly by NPTM and NPTMσ, respectively.

To illustrate the formal details of assumptions and to provide a feel for the
various parameters we offer three sets of examples. In each set we vary one of
the parameters, namely: (1) the computational complexity, (2) the less obvious
and often overlooked granularity parameter, and (3) the success probability.
The complete details on how to derive the formal assumption statement from
the parameters can be found in Appendix A:

1. Weak computational DL assumptions in the generic model, a group order
with at least one large prime factor and the two variants of complex-
ity measures (see Parameter 4). Remember that PI DL := (SI , ((x), (gx),
{(x)})), PI DL

publ := (gx) and PI DL
sol := {(x)}. Further, let SGG be a

group sampler of some group family G where the groups have an order
with at least one large prime factor.

(a) Assumption 1/poly(k)-CDLσ(c:u; g:h; f:lprim), i.e., the uniform
complexity variant:
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∀Aσ ∈ UPTMσ;
∀d1 > 0; ∃k0; ∀k > k0;
∀G ∈ [SGG(1k)];
∀g ∈ [Sg(G)];
SI ← (G, g);

Prob[Aσ(C,SI ,PI DL
publ) ∈ PI DL

sol ::

σ R← ΣG,g;
PI DL ← SPI DL(SI );
C R← U

] < 1/kd1 .

(b) Same setting as above except now with a non-uniform adversary
(1/poly(k)-CDLσ(c:n; g:h; f:lprim)):

∀(Aσ
i | i ∈

�
) ∈ NPTMσ;

∀d1 > 0; ∃k0; ∀k > k0;
∀G ∈ [SGG(1k)];
∀g ∈ [Sg(G)];
SI ← (G, g);

Prob[Aσ
k (C,SI ,PI DL

publ) ∈ PI DL
sol ::

σ R← ΣG,g;
PI DL ← SPI DL(SI );
C R← U

] < 1/kd1 .

2. Weak decisional DH assumption variants for prime order sub-
groups of � ∗

p with varying granularity. Recall that PI DH :=

(SI , ((x, y), (gx, gy), {(gxy)})), PI DH
publ := (gx, gy) and PI DH

sol :=
{(gxy)}.

(a) Assumption 1/poly(k)-DDH(c:u; g:h; f: � ∗
p/q), i.e., with high granu-

larity:
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∀A ∈ UPTM;
∀d1 > 0; ∃k0; ∀k > k0;
∀G ∈ [SG � ∗

p/q
(1k)];

∀g ∈ [Sg(G)];
SI ← (G, g);

(|Prob[A(C,SI ,PI DH/0
publ , solDH/c) = b ::

b R← {0, 1};
PI DH/0 ← SPI DH(SI );
PI DH/1 ← SPI DH(SI );

solDH/c
R← PI DH/b

sol ;

C R← U
]−1/2 | · 2) < 1/kd1 .

(b) As above except now with medium granularity
(1/poly(k)-DDH(c:u; g:m; f: � ∗

p/q)):

∀A ∈ UPTM;
∀d1 > 0; ∃k0; ∀k > k0;
∀G ∈ [SG � ∗

p/q
(1k)];

(|Prob[A(C,SI ,PI DH/0
publ , solDH/c) = b ::

g ← Sg(G);
SI ← (G, g);
b R← {0, 1};
PI DH/0 ← SPI DH(SI );
PI DH/1 ← SPI DH(SI );

solDH/c
R← PI DH/b

sol ;

C R← U
]−1/2 | · 2) < 1/kd1 .

(c) As above except now with low granularity
(1/poly(k)-DDH(c:u; g:l; f: � ∗

p/q)):

∀A ∈ UPTM;
∀d1 > 0; ∃k0; ∀k > k0;

(|Prob[A(C,SI ,PI DH/0
publ , solDH/c) = b ::

G← SG � ∗
p/q

(1k);

g ← Sg(G);
SI ← (G, g);
b R← {0, 1};
PI DH/0 ← SPI DH(SI );
PI DH/1 ← SPI DH(SI );

solDH/c
R← PI DH/b

sol ;

C R← U
]−1/2 | · 2) < 1/kd1 .
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3. Matching IE assumptions in
�

� ∗
n with varying success probability. Recall

that PI IE := (SI , ((x), (gx), {(gx−1

)})), PI IE
publ := (gx) and PI IE

sol :=

{(gx−1

)}.

(a) Assumption 1/poly(k)-MIE(c:u; g:h; f:
�

� ∗
n), i.e., the variant with

weak success probability:

∀A ∈ UPTM;
∀d1 > 0; ∃k0; ∀k > k0;
∀G ∈ [SG ��� ∗

n
(1k)];

∀g ∈ [Sg(G)];
SI ← (G, g);

(|Prob[A(C,SI ,PI IE/0
publ ,PI IE/1

publ , sol IE/b, sol IE/b̄) = b ::

b R← {0, 1};
PI IE/0 ← SPI IE(SI );
PI IE/1 ← SPI IE(SI );

sol IE/0
R← PI DH/0

sol ;

sol IE/1
R← PI DH/1

sol ;

C R← U
]−1/2 | · 2) < 1/kd1 .

(b) Same setting as above except now with invariant success probability
ε (ε-MIE(c:u; g:h; f:

�
� ∗

n)):

∀A ∈ UPTM;
∃k0; ∀k > k0;
∀G ∈ [SG ��� ∗

n
(1k)];

∀g ∈ [Sg(G)];
SI ← (G, g);

(|Prob[A(C,SI ,PI IE/0
publ ,PI IE/1

publ , sol IE/b, sol IE/b̄) = b ::

b R← {0, 1};
PI IE/0 ← SPI IE(SI );
PI IE/1 ← SPI IE(SI );

sol IE/0
R← PI DH/0

sol ;

sol IE/1
R← PI DH/1

sol ;

C R← U ;

]−1/2 | · 2) < ε.

(c) Same setting as above except now with strong success probability
((1−1/poly(k))-MIE(c:u; g:h; f:

�
� ∗

n)):
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∀A ∈ UPTM;
∃d1 > 0; ∃k0; ∀k > k0;
∀G ∈ [SG ��� ∗

n
(1k)];

∀g ∈ [Sg(G)];
SI ← (G, g);

(|Prob[A(C,SI ,PI IE/0
publ ,PI IE/1

publ , sol IE/b, sol IE/b̄) = b ::

b R← {0, 1};
PI IE/0 ← SPI IE(SI );
PI IE/1 ← SPI IE(SI );

sol IE/0
R← PI DH/0

sol ;

sol IE/1
R← PI DH/1

sol ;

C R← U
]−1/2 | · 2) < (1− 1/kd1).

(d) Same setting as above except with no tolerated error, i.e., perfect
success probability (1-MIE(c:u; g:h; f:

�
� ∗

n)):

∀A ∈ UPTM;
∃k0; ∀k > k0;
∀G ∈ [SG ��� ∗

n
(1k)];

∀g ∈ [Sg(G)];
SI ← (G, g);

(|Prob[A(C,SI ,PI IE/0
publ ,PI IE/1

publ , sol IE/b, sol IE/b̄) = b ::

b R← {0, 1};
PI IE/0 ← SPI IE(SI );
PI IE/1 ← SPI IE(SI );

sol IE/0
R← PI DH/0

sol ;

sol IE/1
R← PI DH/1

sol ;

C R← U
]−1/2 | · 2) < 1.

To express relations among assumptions we use the following operators where
P and Q are assumptions as previously defined:

P =⇒ Q means that if assumption P holds, so does assumption Q , i.e., P
(Q) is a stronger (weaker) assumption than Q (P). Vice-versa, it also
means that if there is a polynomially-bounded algorithm AQ breaking
assumption Q then there is also another polynomially-bounded algorithm
AP which breaks assumption P . Usually, this is shown in a black-box

reduction where AP , or more precisely A
AQ

P , breaks assumption P with
oracle access to AQ . As a special case for invariant assumptions, we
mean with ε-P =⇒ ε-Q that it should hold that ∀ε′ ∈ ]0, 1[ ∃ε′′ ∈
]0, 1[ : ε′′-P =⇒ ε′-Q .
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P ⇐⇒ Q means that P =⇒ Q and Q =⇒ P , i.e., P and Q are assumptions
of the same (polynomial) complexity.

P
α′≥fα(t,α,|G|,... ); t′≤ft(t,α,|G|,... )

========================⇒ Q is used to specify the quality of the re-
duction, i.e., the concrete security. It means that if assumption Q can be
broken in time t and with success probability α we can break P in time t′

and with success probability α′ bounded by functions ft and fα, respec-
tively. To measure time, we consider group operations and equality tests
having unit-cost each and oracle calls having cost t. Obviously, the cost
of group operations, the runtime and the success probability of the oracle,
and the size of the groups are not constant but functions depending on
the security parameter k, e.g., α should be written more precisely as α(k).
However, for better readability we omit this and all asymptotic aspects in
the presentation. For the identical reason, we also cautiously use the O(·)
notation even if we slightly lose precision.

Let us illustrate this with the following result from
Maurer and Wolf (1996) (for more information on this result see
also page 32):

ε-CDH(c:u; g:h; f:o)
α′= α3; t′= 3t+O(log (|G|)2)

===================⇒ ε-CSE(c:u; g:h; f:o)

This means that with three calls to an oracle breaking ε-CSE(c:u; g:h; f:o)

and additional O(log (|G|)2) group operations we can achieve a success
probability of at least α3 in breaking ε-CDH(c:u; g:h; f:o) where t and α
are the runtime and the success probability of the oracle, respectively.

For simple assumptions, above is interpreted without syntactical conditions on P
and Q , i.e., they may be arbitrary assumptions. If a relation refers to assumption
classes, i.e., they contain some parameters which are not fully specified and
contain wild cards or sets, there is the following syntactical constraint: The
parameters which are not fully specified have to be equal for both assumptions
P and Q . The meaning is as follows: The relation P OP Q holds for any
assumption P ′ and Q ′ we can instantiate from P and Q by fixing all not fully
specified parameters to any matching value with the additional condition that
these values are identical for P ′ and Q ′. To give an example,

∗-CDH∗(c:∗; g:{h,m}; f:o) =⇒ ∗-CSE∗(c:∗; g:{h,m}; f:o)

illustrates that the result from Maurer and Wolf mentioned above can be gener-
alized — as proven later in this paper — to high and medium granularity with
arbitrary success probability, complexity and algebraic knowledge.

Furthermore, if we are referring to oracle-assumptions, i.e., assumptions
where we give adversaries access to auxiliary oracles, we indicate it by list-
ing the oracles at the end of the list in the assumption term. For example, the
assumption 1/poly(k)-CDLσ(c:u; g:h; f:lprim;O1-CDL(c:u; g:h; f:lprim)) corresponds
to the first assumption statement given in the example list above except that now
the adversary also gets access to an oracle breaking the 1-CDL(c:u; g:h; f:lprim)
assumption.
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Figure 1: The impact of granularity

5 The Impact of Granularity

It would go beyond the scope of this paper to discuss all previously identified
parameters and we will focus only on granularity. Before stating the actual
results, let us first briefly repeat the practical relevance of granularity as al-
luded in the introduction. Figure 1 illustrates exemplarily different variants of
the probability space for a given security parameter k. The areas labeled with
l, m and h represent the algebraic parameters over which low-, medium- and
high-granular probability spaces are defined.22 Assumptions with lower granu-
larity are weaker, and are therefore more desirable in principle. However, not all
cryptographic settings can rely on the weaker variants: Consider, for instance,
an escrowed anonymous payment system where the bank chooses the system
parameters.23 It would not be appropriate to base the security of such a system
a-priori on a low-granular assumption. This is because a cheating bank might
try to choose a weak group with trapdoors (easy problem instances) to violate
the anonymity of the customer (This case is shown in Figure 1 with a trapdoor
group G∗ and its corresponding easy instances.) Such a strategy might be pos-
sible even if the low-granular assumption holds: The assumption would ensure
that the overall number of easy problem instances is asymptotically negligible
with respect to the security parameter (In Figure 1 weak instances (in area m)

22Recall that high-granular probability space is defined over the private parts (secret expo-
nents), the medium-granular over the generators and private parts and finally the low-granular
over groups, generators and the private parts.

23These are electronic payment systems where a third party can revoke the anonymity of
the users under certain circumstances. Because of the revocation ability such systems can
offer the users only computationally secure anonymity.
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represent exemplarily a negligible portion of the instances of the low-granular
space in area l.) Yet, the assumption would not rule out that there are infinitely
many weak groups. Therefore, there might not exist a sufficiently large k for
which the bank cannot break the assumption.

In contrast, a high-granular (medium-granular) assumption does not hold
in our example because as shown in the figure, the fraction of weak instances
in area h (m) is not negligible. However, if a high-granular (medium-granular)
assumption holds then the trapdoor groups G∗ in the above example would not
exist and the bank could not cheat.

Thus, which of the granularity variants is appropriate in cryptographic pro-
tocols depends on how and by whom the parameters are chosen. A priori we
have to use a high-granular assumption. Yet, in the following situations we can
resort to a weaker less granular assumption: The security requirements of the
cryptographic system guarantee that it’s in the best (and only) interest of the
chooser of the system parameters to choose them properly; the system param-
eters are chosen by a mutually trusted third party; or the system parameters
are chosen in a verifiable random process.24 Also, at most in these cases we can
reasonably assume a group family with the group order and its factorization
to be hidden from the public and the adversary. As a consequence, it would
seem strange to base a cryptographic system on a high-granular assumption
with unknown order factorization: either the system parameters are chosen by
an honest party and we could resort to a weaker assumption with lower granu-
larity, or the knowledge of the order and its factorization has to be assumed to
be known to the adversary. Furthermore, care has to be taken for DL-related
high- and medium-granular assumptions in � ∗

p and its subgroups. Unless we
further constrain the set of valid groups with (expensive) tests as outlined by
Gordon (1993a), we require, for a given security parameter, considerably larger
groups than for the low granular counterpart of the assumptions. As informally
mentioned above, assumptions with lower granularity are weaker than assump-
tion of higher granularity. Formally, this is stated and proven in the following
theorem:

Theorem 5.1

∗-∗∗∗(c:∗; g:h; f:∗) =⇒ ∗-∗∗∗(c:∗; g:m; f:∗) =⇒ ∗-∗∗∗(c:∗; g:l; f:∗)

2

Proof. Assume we are given an adversaryA breaking a low-granular assumption
for some group and problem family, some problem type, computational complex-
ity, arbitrary algebraic knowledge and success probability. Furthermore, we are
given an input I corresponding to an assumption of high- or medium-granular
but otherwise identical parameters.

24This can be done either through a joint generation using random
coins (Cachin et al. 2000) or using heuristics such as the one used for DSS key genera-
tion (National Institute of Standards and Technology (NIST) 2000).
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For the reduction, call A on this input I and return the result. To see that
this achieves the desired attack on the medium- or high-granular assumption,
note that inputs to an adversary breaking a high- or medium-granular assump-
tion are also valid inputs to a low-granular adversary. Therefore, this reduction
is a legitimate attacker from a runtime perspective exactly in the case where
the oracle itself is a legitimate attacker. Furthermore, the probability space
instances defined by a high- or medium-granular assumption always partition
the probability space instances of a low-granular assumption. Therefore, it it is
clear that for a perfect adversary A the reduction breaks certainly the high- or
medium-granular probability space instances which are part of the low-granular
probability space instances which A breaks. As there are by definition of A
infinitely many such low-granular probability space instances it automatically
follows that for the perfect case the high- and medium-granular assumption
is broken, too. By a counting argument this also easily extends to the case
of strong, invariant and weak adversaries, i.e., at least some of the high- or
medium-granular probability space instances which are part of the low-granular
probability space instances broken by A, are broken with the necessary success
probability as well.

By an identical argument it follows that a high-granular assumption can be
reduced to the corresponding medium-granular assumption. This concludes the
theorem.

Remark 5.1. Note that the inverse of above result, a low-granular assumption
implies the corresponding high-granular one, does not hold in general: There
are always super-polynomially many of the higher-granular probability space
instances contained in a given lower-granular instance. Therefore, there might
be situations where infinitely many high-granular probability space instances —
and henceforth the corresponding high-granular assumption — are broken, yet
they form only a negligible subset of the enclosing lower-granular probability
space instances and the low-granular assumption can still hold.

However, if for a given granularity there exists a random self-
reduction (Blum and Micali 1984), then the inverse reduction exists also from
that granularity to all higher granularities. As random self-reductions are known
for all mentioned problem families and problem types in their medium granular-
ity variant, this equates the medium- and high-granular cases. Unfortunately, no
random self-reduction is yet known for low-granular assumptions and achieving
such “full” random self-reducibility seems very difficult in general (if not im-
possible) in number-theoretic settings (Boneh 2000) contrary to, e.g., lattice
settings used by Ajtai and Dwork (1997). ◦

6 Computational DH, SE and IE

Maurer and Wolf (1996) prove the equivalence between the computational SE
and DH assumptions in their uniform and high-granular variant for both perfect
and invariant success probabilities.
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We briefly review their results, and show that they also hold for weak and
strong success probabilities. We then extend these results to medium granularity
and prove similar relations between IE and DH.

First however, we will look into how the success probability of oracles can
be improved.

6.1 Self-Correction

In the following sections we are mostly concerned with faulty oracles, i.e., oracles
which answer with a certain success probability to the legal inputs (inputs with
correct distribution over the oracle’s input domain). If an oracle has a small but
not negligible success probability, one is interested in constructing an efficient
algorithm which improves this success probability such that the answers to the
legal inputs are almost certainly correct. In other words, one is interested in
performing self-correction on the faulty oracle.

In our considerations we need to self-correct the faulty CDH oracle to de-
termine the success probability of certain reductions which appear in later
sections. Suppose, we are given a faulty CDH oracle OCDH which on input
((G, g), (gx, gy)) outputs gxy with a not negligible probability α. Then we can
construct an efficient algorithm for CDH which outputs the correct answer al-
most certainly for all legal inputs. One may ask, why not running such an
oracle for O(1/α) times until we get a correct answer! However, this is of no
help, since in general we cannot determine (decide) whether the output of the
oracle is the correct Diffie-Hellman solution or not – this would mean solving
Decisional Diffie-Hellman (DDH) Problem which is assumed to be hard in the
underlying group.

Thus, other (more complicated) approaches have been taken to construct
self-correctors for computational problems such as CDH.

Maurer and Wolf (1996) and Shoup (1997) give different constructions
for CDH self-correctors. For our considerations we will use the result from
Shoup 1997 which is formulated in the following lemma.

Lemma 6.1 (Shoup 1997) Given a CDH oracle with success probability α,
one can construct a probabilistic algorithm for CDH which, for a given 0 <
β < 1, answers correctly to all inputs with probability at least α′ = 1 − β

making O( log(1/β)
α ) queries to the faulty oracle and performing additional

O( log(1/β)
α log |G|+ (log |G|)2) group operations. 2

Note that Lemma 6.1 does not consider the success probabilities in the asymp-
totic framework as we introduced in Section 2.2. Thus, for our considerations
we suitably adjust this result when self-correcting a weak or invariant oracle to
a strong oracle.25 This is summarized in the following corollary:

25Recall that in the asymptotic notion the success probabilities are in fact functions in
the security parameter and for weak and invariant oracles we have α(k) 6<∞ 1/poly(k) and
α(k) 6<∞ ε (see Section 3)
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Corollary 6.1

{(1−1/poly(k))}-CDH(c:∗; g:{h,m }; f:o)
α′≥1−1/2k ; t′=O( tk

α )+O( k log |G|
α +(log |G|)2)

==============================⇒
{ε,1/poly(k)}-CDH(c:∗; g:{h,m }; f:o)

2

Proof. We give the proof for weak oracles and the proof for the invariant oracle
immediately follows.

Assume, we are given a CDH oracle with weak success probability α(k).
In our framework for success probabilities it is reasonable to self-correct this
oracle to a strong oracle, i.e., an oracle with success probability α′(k) where
1− α′(k) 6≥∞ 1/poly(k).

By the straight forward (and naive) application of Lemma 6.1 one may set
β(k) := 1/2k (k security parameter) and self-correct oracle’s success probability
to α′(k) ≥ 1 − 1/2k implying 1 − α′(k) ≤ 1/2k. Since 1/2k is asymptotically
smaller than the inverse of any polynomial we can write 1/2k <∞ 1/poly(k).
It follows that 1 − α′(k) <∞ 1/poly(k). According to Lemma 6.1 the self-

correction requires O( k
α(k) ) calls to the weak oracle and O( k log |G|

α(k) + (log |G|)2)

group operations where we used log(1/β(k)) = log(2k) = k.
However, the above approach is not conform to our framework of success

probabilities and does not work directly. The reason is that in general the
above self-correction may not provide us with a polynomial time algorithm. It
is guaranteed to be polynomial only for those values of k (infinitely many ki by
definition) where the success probability α(k) of the weak oracle can be lower
bounded by the inverse of some polynomial p(·), but not necessarily for other
values of k.26

To handle this problem, one can define a family of algorithms indexed
by a polynomial pj(·) which runs the self-correction with pj(k) rounds (ora-
cle calls). Thus, all members of this family have the run time O

(
pj(k)t

)
+

O
(
pj(k) log (|G|) + (log |G|)2

)
, and therefore are polynomial. Moreover, there

are members of this family which satisfy the condition for strong success prob-
ability. These are exactly the members for which kp(·) <∞ pj(·) holds. In
particular, this holds for the same k values where the condition for the given
weak success probability is satisfied.

However, this is an existential argument and not constructive, as in general
neither the function α(k) or the ki values are known beforehand nor they can
be approximated by querying the oracle in polynomial time.

Hence, in our framework it suffices to self-correct OCDH such that
α′(k) 6<∞ 1 − 1/2k holds. This implies 1 − α′(k) 6>∞ 1/2k, and since
1/2k <∞ 1/poly(k), it follows 1 − α′(k) 6≥∞ 1/poly(k) (i.e., α′(k) is strong.)
This completes the proof.

26Note that we might have α(k) = 0 for infinitely many k values, and since the self-correction
costs are proportional to 1/α(k), this would lead to exponentially high number of oracle calls
and group operations.
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Remark 6.1. In the proof of his self-corrector Shoup (1997) assumes that the
group order is known. However, by a closer inspection of the proof and the
deployment of the techniques used in Remark 7.8 we can drop this requirement.
Thus, Corollary 6.1 also holds without requiring the knowledge of the group
order. ◦

6.2 CSE versus CDH

6.2.1 High Granular

We start with the result of Maurer and Wolf (1996) on the equivalence between
the computational SE and DH assumptions in their uniform and high-granular
variant for perfect and invariant success probabilities. This is formulated in our
convention in the following theorem.

Theorem 6.1 (Maurer and Wolf 1996)

ε-CSE(c:u; g:h; f:o)
α′=α; t′=t+O(log |G|)

===============⇒ ε-CDH(c:u; g:h; f:o)

ε-CSE(c:u; g:h; f:o)
α′=α3; t′=3t+O(log |G|)
⇐================ ε-CDH(c:u; g:h; f:o)

2

Proof. Let 0 < ε1 < 1, 0 < ε2 < 1 be arbitrary constants. Then the following
statements hold:

(a) Given a CDH oracle OCDH which breaks ε-CDH(c:u; g:h; f:o) with suc-
cess probability αCDH(k) 6<∞ ε1, there exists an algorithm AOCDH which
breaks ε-CSE(c:u; g:h; f:o) with success probability αCSE(k) 6<∞ ε1, using
a single call to OCDH and O(log |G|) group operations.

(b) Given a CSE oracle OCSE which breaks ε-CSE(c:u; g:h; f:o) with suc-
cess probability αCSE(k) 6<∞ ε2, there exists an algorithm AOCSE which
breaks ε-CDH(c:u; g:h; f:o) with success probability αCDH(k) 6<∞ ε2

3, us-
ing 3 calls to OCSE and O(log |G|) group operations.

From these reductions the theorem immediately follows. Above reductions are
achieved as follows:

Case (a) is quite straightforward as the problem instances of SE are a proper
subset of the problem instances of DH and the answer can be retrieved in one
call to the oracle. In the case of perfect CDH oracle (perfect success probability)

the oracle returns gx2

on the input ((G, g), (gx, gx)). However, in the case of
invariant oracle (faulty oracle) care has to be taken that the inputs to the CDH
oracle are uniformly distributed over oracle’s input domain.27 This can easily be
achieved by randomizing a given tuple ((G, g), (gx, gx)) to a random CDH tuple

27Note that the success probability of a faulty oracle holds for randomly and uniformly
chosen inputs from the oracle’s input domain.
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((G, g), (gx′

, gy′

)), i.e, randomly self-reducing the problem, as follows: Choose
rx, ry ∈R � |G| and set x′ := x + rx, and y′ := y + ry. The elements gx′

, gy′

are
randomly and uniformly distributed over G, since due to the randomization,
x′, y′ are randomly and uniformly spread over � |G|.

28 Note that in the high-
granular case an SI = (G, g) fixes a probability space instance (PSI).

Using oracle’s answer we can determine the desired result as follows:

gx2

=
OCDH(gx′

, gy′

)

grxy+ryx+rxry
=

gx′y′

grxy+ryx+rxry
.

Success probability: There is a single oracle call and thus for the success proba-
bility of AOCDH we have αCSE(k) = αCDH(k). Since αCDH(k) 6<∞ ε1 it follows
αCSE(k) 6<∞ ε1.

Efficiency: There is only one oracle call and to solve the DSE instance we need
to compute grx , gry , (gy)rx , (gx)ry , grxry and (grxy+ryx+rxry )−1. For exponen-
tiations we can use, e.g., the square and multiply method requiring O(log |G|)
group operations. If we assume that the group order is known (denoted by the
place holder “f:o”) we can efficiently compute the inverse of the group elements
using O(log |G|) group operations.

Case (b) is slightly more involved. The key observation is that

g(x+y)2 = g2xygx2

gy2

.

This implies

(gxy)2 = g2xy = g(x+y)2(gx2

)−1(gy2

)−1 = g(x+y)2−x2−y2

.

Therefore, we can solve CDH with three oracle calls (one for each of g(x+y)2 ,

gx2

and gy2

), the computation of inverses of gx2

and gy2

and the square root of
g2xy = (gxy)2.

As before, for the faulty oracle we have to uniformly spread the given input
over oracle’s input domain using randomization. Furthermore, we have to
make sure now that all oracle calls are (statistically) independent to be able
to make concrete statements on the success probability of AOCSE . Both we
achieve with independent blinding factors ri ∈R � |G| and computing gu2

as

OCSE(g(u+ri))/(gu)2rigr2
i . Note that g(u+ri) are randomly and uniformly dis-

tributed group elements, since u + ri are randomly and uniformly distributed
over � |G|.

Success probability: There are 3 independent calls to the CSE oracle and thus the
success probability of AOCSE is αCDH(k) = αCSE(k)3. Since αCSE(k) 6<∞ ε2
it follows αCDH(k) 6<∞ ε2

3.

28that is, ∀(x′, y′) ∈ � 2
|G|

and ∀(x, y) ∈ � 2
|G|

there exists exactly one pair (rx, ry) ∈ � 2
|G|

such that the equations x′ = x + rx and y′ = x + ry hold.
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Efficiency: Assuming the group order |G| is known, one can efficiently compute
the inverse and square roots of elements in G. Computing the inverse of elements
requires O(log |G|) group operations. For computing square roots there two
possible cases:

(i) The group order |G| is odd, i.e., gcd(|G|, 2) = 1. In this case, we can use
the following general result: For d with gcd(|G|, d) = 1 and a ∈ G the
equation xd = a has the unique solution x = ac where dc ≡ 1 mod |G|.
The required number of group operations for computing this is in the order
of O(log |G|).

Thus, one can determine the (unique) square root of a = (gxy)2 by com-
puting c ≡ 2−1 mod |G| and then gxy = ac. As mentioned above, the total
cost is in the order of O(log |G|) group operations.

(ii) The group order |G| is even. Thus, there exist two square roots. To com-
pute these roots, one can apply the methods from Wolf 1999 (Lemma 11.4
and Theorem 11.5) where the (maximal) cost is in the order of O(log |G|)
group operations.

The two square roots of a are gxy and gxy+|G|/2. To find out which one
is the correct square root of a, we proceed as follows: Assume, |G| = 2es
where gcd(s, p) = 1. Apply the Pohlig-Hellman algorithm to compute
x, y and xy mod 2e. This requires O(log |G|) group operations.29 Since
2e 6 | |G|/2 we have xy 6≡ xy + |G|/2 mod 2e, and so we can determine the
correct root gxy by computing the discrete logarithm of one of the roots
mod2e.

The costs per oracle call are in the order of O(log |G|) group operations for
computing the square roots, and O(log |G|) group operations for exponentiation
and computing the inverses. Hence, for 3 oracle calls the total costs can be
expressed by O(log |G|) group operations.

Next, we extend this result to all other variants related to success probabil-
ity (weak, strong) and adversary’s computational complexity (non-uniform) as
stated in the following Theorem:

Theorem 6.2

∗-CSE(c:∗; g:h; f:o)
α′=α; t′=t+O(log |G|)

===============⇒ ∗-CDH(c:∗; g:h; f:o)

∗-CSE(c:∗; g:h; f:o)
α′=α3; t′=3t+O(log(|G|))
⇐================= ∗-CDH(c:∗; g:h; f:o)

2

29Let � p
ei
i be the prime factorization of the group order |G|. Then using the so-called

Pohlig-Hellman decomposition (Pohlig and Hellman 1978) combined with baby-step giant-
step one can compute the discrete logarithm x of b = gx in G by O( � ei(log |G|+√

pi log pi))
group operations if memory space for storing d√pie group elements is available (see also
Wolf (1999)) Here the discrete logarithm modulo 2e is to be computed, i.e., for pi = 2 and
ei = e. For this, one requires O(e(log |G| +

√
2 log 2)) = O(log |G|) group operations.
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Proof. We consider only the variants related to the weak and strong success
probabilities since the other variants (perfect and invariant) are handled by
Theorem 6.1.

Weak oracles (αCDH (k) 6<∞ 1/poly(k)): The resulting success probability in
both reductions is also weak: In the first reduction, we have αCSE(k) =
αCDH(k) implying αCSE(k) 6<∞ 1/poly(k). In the second reduction, we have
αCDH(k) = αCSE(k)3 which is a power of a not negligible function resulting in
a not negligible function. It follows αCDH(k) 6<∞ 1/poly(k).

Strong oracles (1− αCDH(k) 6≥∞ 1/poly(k)): The resulting success probability
in both cases is also strong: We use the result of Lemma 6.2 stating that if
a strong oracle is called polynomially (and independently) many times, the
resulting success probability is also strong: In the first reduction there is a
single oracle call, and in the second case there is a constant number of oracle
calls (3 calls). Hence, the error probability of the algorithm is in both cases not
non-negligible, i.e., 1− αCDH(k) 6≥∞ 1/poly(k).

Efficiency : is the same as in Theorem 6.1.

The following lemma formulates the fact that if a strong oracle is called poly-
nomially (and independently) many times, the resulting success probability is
also strong.

Lemma 6.2 Let k ∈
�
, α(k) be a function

�
→ [0, 1] and b, d > 0 some real

constants. Then the following holds:

1− α(k) 6≥∞ 1/poly(k) =⇒ 1− α(k)bkd

6≥∞ 1/poly(k).

2

Proof. Due to the definition we have

1− α(k) 6≥∞ 1/poly(k) =⇒ ∀c > 0 ∀k0 ∃k1 >k0 : α(k1) > 1−
1

kc
1

.

It follows

∀b > 0 ∀d > 0 ∀c > 0 ∀k0 ∃k1 >k0 : α(k1)
bkd

1 > (1−
1

kc
1

)bkd
1 .

Now, for any b > 0 and any d′ > d > 0 there exists k′
0 ∈

�
such that for all

k > k′
0 the relation 1 ≤ bkd ≤ kd′

holds. It follows

∀b > 0 ∀d > 0 ∀d′ > d > 0 ∀c > 0 ∀k0 > k′
0 ∃k1 >k0 : α(k1)

bkd
1 > (1−

1

kc
1

)kd′

1 .

According to Lemma 6.3 below, for k ∈
�

and c ≥ d′ the following holds:

(1− 1
kc )kd′

≥ 1− 1
kc−d′ . Since c is arbitrary and since we can write c′ :=c−d′ > 0

it follows:

∀b > 0 ∀d > 0 ∀c′ > 0 ∀k > k′
0 ∃k1 >k′

0 : α(k1)
bkd

1 > 1−
1

k1
c′

.
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This implies 1− α(k)bkd

6≥∞ 1/poly(k) and the proof is completed.

The next lemma provides us with a useful lower bound which we apply in some
proofs (as in the proof of Lemma 6.2).

Lemma 6.3 Let k ∈
�
. Then for all real constants d′ > 0 and c > 0 with

c > d′ the following holds:

(1−
1

kc
)kd′

≥ 1−
kd′

kc
= 1−

1

kc−d′ .

2

Proof. First, we stress that for a ∈ � , a > −1 and n ∈
�
, one can apply the

Bernoulli inequality (1 + a)n ≥ 1 + na, and the claim follows immediately (set
a :=− 1

kc and n := kd′

.)

We prove the claim for n :=kd′

∈ � : For k = 1 this relation obviously holds.
One way to see that it also holds for k > 1 is as follows: Consider the expressions
kd′

ln(1− 1/kc) and ln(1− 1/kc−d′

). We expand them using

ln(1− x) = −[x + x2/2 + x3/3 + · · ·+ xn/n + · · · ]

for −1 ≤ x < 1.
The expansion of the first expression is

kd′

ln(1−
1

kc
) = −kd′

[
1

kc
+

1

2k2c
+

1

3k3c
+ · · ·

1

nknc
+ · · · ]

= −[
1

kc−d′ +
1

2k2c−d′ +
1

3k3c−d′ + · · ·+
1

nknc−d′ + · · · ]

where x := 1/kc < 1 that is kc > 1.
Expanding the other expression we obtain

ln(1−
1

kc−d′ ) = −[
1

kc−d′ +
1

2k2(c−d′)
+

1

3k3(c−d′)
+ · · ·+

1

nkn(c−d′)
+ · · · ].

where x := 1/kc−d′

< 1 that is kd′

< kc.
Next we compute the difference between these expansions:

∆(k) := kd′

ln(1−
1

kc
)− ln(1−

1

kc−d′ )

= [(−
1

2k2c−d′ +
1

2k2(c−d′)
)

︸ ︷︷ ︸

δ2

+ (−
1

3k3c−d′ +
1

3k3(c−d′)
)

︸ ︷︷ ︸

δ3

+ · · ·+ (−
1

nknc−d′ +
1

nkn(c−d′)
)

︸ ︷︷ ︸

δn

+ · · · ].
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For k > 1, c > d′ > 0 each difference term δn is positive, i.e.,

δn = (−
1

nknc−d′ +
1

nkn(c−d′)
) =

1

nknc−d′ (−1 + (kd′

)n−1) > 0.

and we can conclude ∆ > 0. Thus for k > 1 and c > d′ we can write

kd′

ln(1−
1

kc
) > ln(1−

1

kc−d′ )

and by applying the exponential function we obtain

ekd′
ln(1−1/kc) = (1−

1

kc
)kd′

> eln(1−1/kc−d′
) = 1−

1

kc−d′ .

and this completes the proof.

6.2.2 Medium Granular

Until now we have proved the equivalence between CDH and CSE for their
high-granular variants. The next theorem shows that this relation also holds for
medium granularity.

Theorem 6.3

∗-CSE(c:∗; g:m; f:o)
α′=α; t′=t+O(log |G|)

===============⇒ ∗-CDH(c:∗; g:m; f:o)

∗-CSE(c:∗; g:m; f:o)
α′=α3; t′=3t+O(log |G|)
⇐================ ∗-CDH(c:∗; g:m; f:o)

2

Proof. The proof idea of Theorem 6.2 can also be applied here. The only thing
we have to show is that the necessary randomization in the reduction steps can
be extended to the medium granularity variants of CDH and CSE. Note that
for the medium-granular probability space a group G fixes a probability space
instance (PSI).

CDH: We transform a given CDH input tuple ((G, g), (gx, gy)) for a given gen-
erator g ∈ G into a random CDH input tuple ((G, g∗), (g∗

x′

, g∗
y′

)) for a random
generator g∗ ∈ G as follows:

1. We choose rg ∈R � ∗
|G|, rx, ry ∈R � |G| and set g∗ := grg , x′ := x + rx, and

y′ := y + ry.

2. We compute the public part of the input to the CDH oracle as

(gx)rggrgrx = grg(x+rx) = (grg )(x+rx) = g∗
x′

and
(gy)rggrgry = grg(y+ry) = (grg )(y+ry) = g∗

y′

.
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The tuple ((G, g∗), (g∗, g∗
x′

, g∗
y′

)) has the correct distribution for CDH
oracle. This is because (i) g∗ is a random group generator, and (ii) g∗

x′

, g∗
y′

are randomly and uniformly distributed elements of G since, due to the
randomization, x′, y′ are randomly and uniformly spread over � |G|.

30

3. We unblind the result of the CDH oracle as

(g∗
x′y′

)r−1
g /((gx)ry (gy)rxgrxry ) = (gx′y′

)rgr−1
g /((gx)ry (gy)rxgrxry )

= g(xy+xry+yrx+rxry)/g(xry+yrx+rxry)

= gxy.

CSE: We transform a given CSE input ((G, g), (gx)) for a given generator g ∈ G
into a random CSE input ((G, g∗), (g∗

x′

)) for a random generator g∗ ∈ G as
follows:

1. We choose rg ∈R � ∗
|G|, rx ∈R � |G| and set g∗ := grg and x′ := x + rx.

2. We compute the public part of the input to the CSE oracle as

(gx)rggrgrx = grg(x+rx) = (grg )(x+rx) = g∗
x′

.

Similar to the above case, the tuple ((G, g∗), (g∗, g∗
x′

)) has the correct
input distribution for the DSE oracle. This is because (i) g∗ is a random
group generator, and (ii) g∗

x′

is a random element of G since, due to the
randomization, x′ is randomly and uniformly spread over � |G|.

3. We unblind the result of the CSE oracle as

(g∗
x′2

)r−1
g /((gx)2rxgrx

2

) = (gx′2

)rgr−1
g /((gx)2rxgrx

2

)

= g(x2+2xrx+rx
2)/g(2xrx+rx

2)

= gx2

.

The rest of the proof remains the same as the proof of Theorems 6.1 and 6.2.

Remark 6.2. Reduction proofs of a certain granularity can in general be easily
applied to the lower granularity variants of the involved assumptions. A suffi-
cient condition is that all involved randomizations extend to the wider probabil-
ity space associated with the lower granularity parameter. In all the mentioned
problem families the random self-reducibility exists for medium granularity and
we can transform proofs from a high-granular variant to the corresponding
medium-granular variant. However, it does not seem to extend to low-granular
variants, since this would require to randomize not only over the public part
of the problem instance PI and the generator g but also over the groups G
with the same associated security parameter k; this seems impossible to do in
the general case and is easily overlooked and can lead to wrong conclusions,
e.g., the random self-reducibility as stated by Boneh (1998) doesn’t hold as the
assumptions are (implicitly) given in their low-granular form. ◦

30that is ∀(x′, y′) ∈ � 2
|G|

,∀(x, y) ∈ � 2
|G|

there exists exactly one pair (rx, ry) ∈ � 2
|G|

such

that the equations x′ = x + rx, and y′ = y + ry hold.
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6.3 CDH versus CIE

6.3.1 High Granular

In the following, we prove that similar relations as between CDH and CSE
also exist for CDH and CIE. As before, we show equivalence between the high-
granular CDH and CIE assumptions: In Lemma 6.4 we prove high-granular
reduction from CIE to CDH assumption for their different variants with re-
spect to success probability. However, for weak and invariant CDH oracle the
reduction does not work directly, and we need to self-correct the CDH oracle
first.

For the converse reduction (i.e., from CDH to CIE), we first reduce CSE to
CIE (Lemma 6.6), and then apply Theorem 6.2. Finally, we prove that the same
relations hold also for the medium-granular versions, however, we can achieve
them much more efficiently.

Lemma 6.4

{1, (1−1/poly(k))}-CIE(c:∗; g:h; f:fct)
α′=αO(log |G|); t′=O(t log |G|)+O((log |G|)2)

=============================⇒
{1, (1−1/poly(k))}-CDH(c:∗; g:h; f:fct);

{ε,1/poly(k)}-CIE(c:∗; g:h; f:fct)
α′≥1−1/2k ; t′=O(tk/α+t log |G|)+O(k log |G|/α+(log |G|)2)

=======================================⇒
{(1−1/poly(k))}-CDH(c:∗; g:h; f:fct)

2

Proof. The following statements hold:

(a) Given a CDH oracle OCDH which breaks
{1, (1−1/poly(k))}-CDH(c:∗; g:h; f:fct) with success probabil-
ity αCDH(k), there exists an algorithm AOCDH which breaks
{1, (1−1/poly(k))}-CIE(c:∗; g:h; f:fct) with success probability
αCIE(k) = αCDH(k)O(log |G|), using O(log |G|) oracle calls and
O((log |G|)2) group operations.

(b) Given a CDH oracleOCDH which breaks {ε,1/poly(k)}-CDH(c:∗; g:h; f:fct)
with success probability αCDH(k), there exists an algorithm AOCDH

which breaks {(1−1/poly(k))}-CIE(c:∗; g:h; f:fct) with success probabil-
ity αCIE(k) 6<∞ 1− 1/2k, using O(k/αCDH(k) + log |G|) oracle calls and
O(k log |G|/αCDH(k) + (log |G|)2) group operations.

Case (a): Given the CDH input tuple ((G, g), (gx)), compute gx−1

= gxϕ(|G|)−1

by applying, e.g., the square and multiply method which requires O(log |G|)
calls to OCDH . Note that for this, ϕ(|G|) and consequently the factorization
of |G| must be known (This fact is indicated by the place holder f:fct in the
assumption.) Further, note that each time OCDH is called its inputs component
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gu must be randomized to obtain oracle calls with properly distributed and
statistically independent inputs.31

Success probability: Since there are O(log |G|) independent oracle calls the
resulting success probability is αCIE = (αCDH(k))O(log |G|). Depending on
αCDH(k) we have the following cases:

Perfect oracle (αCDH(k) 6<∞ 1): Clearly, the resulting success probability is
also perfect, i.e., αCIE(k) 6<∞ 1.

Strong oracle (1−αCDH(k) 6≥∞ 1/poly(k)): The resulting success probability is
also strong: Set f(|G|) := O(log |G|). It follows f(|G|) ≤ b log |G| for a constant
b > 0. As discussed in Section 2.7 we can assume that the group order can be

bounded in the security parameter, i.e., |G| ≤ 2kd

for some d > 0. It follows
log |G| ≤ kd and we can write

αCIE(k) = αCDH(k)f(|G|) ≥ αCDH(k)bkd

.

According to Lemma 6.2 a polynomial power of a strong success probability

is itself strong, i.e., 1 − αCDH(k)bkd

6≥∞ 1/poly(k) and thus, it follows 1 −
αCIE(k) 6≥∞ 1/poly(k).

Efficiency: There are O(log |G|) oracle calls, and per oracle call O(log |G|) group
operations are required for exponentiations and computing inverses. This makes
the total cost of O((log |G|)2) group operations.

Case (b): The proof is similar to the case (a), except that for the weak and
invariant CDH oracle the resulting success probability αCIE(k) cannot be poly-
nomially bounded, and the above reduction does not work directly. The success
probability of OCDH has to be improved first by self-correction (see Section
6.1), a task expensive both in terms of oracle calls and group operations.

Success probability: As mentioned above, we first self-correct the success proba-
bility of the invariant (weak) CDH oracle to strong success probability. This is
done by applying Corollary 6.1. Thus, we have 1 − αCDH(k) 6≥∞ 1/poly(k).

Then it follows from Lemma 6.2 that αCDH(k)bkd

is strong, i.e., we have

1 − αCDH(k)bkd

6≥∞ 1/poly(k). Since αCIE(k) ≥ αCDH(k)bkd

it follows
1− αCIE(k) 6≥∞ 1/poly(k).

Efficiency: Due to Corollary 6.1 the additional costs for self-correcting are

31This is done as follows: Due to square and multiply method the input tuple to OCDH

at given step is either of the form (gxa
, gx) (multiplication) or of the form (gxa

, gxa
) (squar-

ing) for some a. The inputs are randomized by choosing r, s ∈R � |G| and inputing the

tuple (gxa+r, gx+s) or (gxa+r , gxa+s) to OCDH . The desired outputs are then computed as

gxa+1
= g(xa+r)(x+s)

gsxa+rx+rs or gx2a
= g(xa+r)(xa+s)

g(r+s)xa+rs .
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O(k/αCDH(k)) oracle calls and O(k log |G|/αCDH(k) + (log |G|)2) group op-
erations. Thus, the total costs are: O(k/αCDH(k) + log |G|) oracle calls and
O(k log |G|/αCDH(k) + (log |G|)2) group operations.

In the following Lemma we analyze the behavior of ϕ(|G|)
|G| for group orders

containing no small prime factors. This will be helpful when proving relations
between certain assumptions in the sequel.

Lemma 6.5 Let SGG be a group sampler generating a family G of groups
whose orders contain no small prime factors. Let GSG(k) be the correspond-
ing group siblings (the set of groups G returned by SGG for a security param-
eter k.) Further, let f :

�
7→ G be a function such that f(k) ∈ GSG(k) and

∀G′ ∈ GSG(k) , ϕ(|G′|)
|G′| ≥

ϕ(|f(k)|)
|f(k)| . Then it follows 1− ϕ(|f(k)|)

|f(k)| <∞ 1/poly(k). 2

Proof. Let |f(k)| = |G| =
∏m

i=1 pei

i be the prime factorization of the group order
|G| and p = min(p1, · · · , pm) be the smallest prime factor of |G|. Then it follows
|G| =

∏m
i=1 pi ≥ pm and log |G| ≥ m log p and thus m ≤ log |G|/ log p ≤ log |G|

for log p ≥ 1 (i.e., for p ≥ 2). Moreover, as discussed in Section 2.7, we can
assume that the group order can be upper bounded in security parameter, i.e.,

|G| ≤ 2kd

for k > 1 and some d > 0. It follows m ≤ log |G| ≤ kd. Hence, we
can write

ϕ(|G|)

|G|
=

m∏

i=1

(1−
1

pi
) ≥ (1−

1

p
)m > (1−

1

p
)kd

.

Since |G| contains no small prime factors, it follows from the definition of no
small prime (see Section 3) that for any real constant c > 0, there exists a k0

such that for all k > k0, 1/p < 1/kc. Thus, we can write

ϕ(|G|)

|G|
≥ (1−

1

p
)kd

> (1−
1

kc
)kd

.

According to Lemma 6.3, the relation (1 − 1/kc)kd

≥ 1 − 1/kc−d holds for
c > d and k ∈

�
. Since c is arbitrary, and since for all c > d we can write

c′ := c − d > 0, it follows that for all c′ > 0, there exists a k0 such that for all

k > k0,
ϕ(|G|)
|G| > 1 − 1/kc′ and consequently 1 − ϕ(|G|)

|G| < 1/kc′ . This means

1− ϕ(|G|)
|G| <∞ 1/poly(k).

In the following lemma we prove the reduction from CSE to CIE assump-
tion for their high-granular version. This lemma will be helpful later when
establishing the relation between CIE and CDH assumptions.

Lemma 6.6

{(1−1/poly(k)),ε,1/poly(k)}-CSE(c:∗; g:h; f:nsprim,o)
α′≥ 2ϕ(|G|)−1

|G|
α3; t′=3t+O(log |G|)

======================⇒
{(1−1/poly(k)),ε,1/poly(k)}-CIE(c:∗; g:h; f:nsprim,o)

2
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Proof. We prove the following statement: Given a CIE oracle OCIE which
breaks {(1−1/poly(k)),ε,1/poly(k)}-CIE(c:∗; g:h; f:nsprim,o) with success prob-
ability αCIE(k), there exists an algorithm AOCIE which breaks the assumption
{(1−1/poly(k)),ε,1/poly(k)}-CSE(c:∗; g:h; f:nsprim,o) with success probability

αCSE(k) ≥ 2ϕ(|G|)−1
|G| αCIE(k)

3
, using 3 oracle calls and O(log |G|) group opera-

tions.
We proceed as follows:

(i) Select b, r1, r2 ∈R � ∗
|G|, compute (gxg−b)r1 = g(x−b)r1 and (gxgb)r2 =

g(x+b)r2 , and query OCIE with ((G, g), (g(x−b)r1)) and ((G, g), (g(x+b)r1)).
One can expect correct oracle answers with probability αCIE(k) only
if oracle inputs are legal, i.e., only if x ± b ∈ � ∗

|G|. This event occurs
with a certain probability which will be determined later. Now, assum-
ing the inputs are legal, one obtains statistically independent oracle calls
by randomizing the input elements with r1, r2.

32 The oracle answers are

g
1

r1(x−b) = OCIE

(
g(x−b)r1

)
and g

1
r2(x+b) = OCIE

(
g(x+b)r2

)
, each time with

probability αCIE(k).

(ii) Using the oracle’s answers in Step (i) compute:

(
g

1
r1(x−b)

)r1

(
g

1
r2(x+b)

)r2
= g( 1

x−b−
1

x+b ) = g
2b

x2−b2 .

The exponent 2b
x2−b2 is an element of � ∗

|G| because of the following reasons:

b ∈ � ∗
|G|, and as discussed above, x±b ∈ � ∗

|G| which implies x2−b2 ∈ � ∗
|G|.

Further, |G| is odd as the group families do not have any small prime
factors in the order.

(iii) Select r3 ∈R � ∗
|G| and query OCIE with

(
(G, g),

( (
g

2b
x2−b2

)r3
))

where
r3 is used for randomization to obtain statistically independent oracle

call. The oracle answers g
x2−b2

2br3 = OCIE

(
g

2br3
x2−b2

)
with success probability

αCIE(k).

(iv) Compute the desired CSE instance by using the oracle’s answer in Step
(iii)

gx2

=
(

g
x2−b2

2br3

)2br3
gb2 .

Success probability: The probability that both events E1 : x + b ∈ � ∗
|G| and

32Note that for x ± b ∈ � ∗
|G|

the multiplication with r1, r2 ∈ � ∗
|G|

spreads x ± b randomly

and uniformly over � ∗
|G|

, and consequently � g(x−b) � r1 , � g(x+b) � r2 are randomly and uniformly

distributed over input domain of OCIE , implying statistically independent oracle calls.
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E2 : x− b ∈ � ∗
|G| occur (in Step (i)) is

Prob[E1 ∧E2] = Prob[E1] + Prob[E2]−Prob[E1 ∨ E2]

=
2ϕ(|G|)

|G|
−Prob[E1 ∨ E2]

≥
2ϕ(|G|)

|G|
− 1

where we set Prob[E1 ∨ E2] = 1. Obviously, this is a worst case lower bound.33

Each time with probability αCIE(k) the oracle outputs the correct value.
There are 3 statistically independent calls to the oracle, and so the resulting
success probability of AOCIE is:

αCSE(k) ≥ (
2ϕ(|G|)

|G|
− 1)αCIE(k)

3
.

In the following, we set λ(k) := αCIE(k)
3

and γ(k) := 2ϕ(|G|)
|G| − 1 (Note that |G|

is a function of the security parameter k, see also Lemma 6.5) Depending on
the oracle’s success probability αCIE(k) we have the following cases:

Perfect oracle (αCIE(k) 6<∞ 1): The resulting success probability cannot be
perfect because there is a non-zero error probability when querying the CIE
oracle.

Weak oracle (αCIE(k) 6<∞ 1/poly(k)): The resulting success probability is
(asymptotically) weak: Since |G| contains no small prime factors, it follows

from Lemma 6.5 that 1 − γ(k) = 2(1 − ϕ(|G|
|G| ) <∞ 1/poly(k). Thus, we can

write γ(k) >∞ 1 − 1/poly(k), meaning that γ(k) is non-negligible. Further,
we have αCIE(k) 6<∞ 1/poly(k) which implies λ(k) 6<∞ 1/poly(k). It follows
γ(k)λ(k) 6<∞ 1/poly(k) (see also Section 2.2) Finally, since αCSE(k) ≥ γ(k)λ(k),
it follows αCSE(k) 6<∞ 1/poly(k).

Invariant oracle (αCIE 6<∞ ε1): The resulting success probability is (asymptoti-
cally) invariant: As shown in the weak case, we can write γ(k) >∞ 1−1/poly(k).
More precisely, for any ε′ > 0 there exist a k0 such that for all k > k0,
γ(k) > 1 − ε′. Since αCIE(k) 6<∞ ε1, for any k′

0 there exists a k1 > k′
0 such

that αCIE(k1) ≥ ε1 and consequently λ(k1) ≥ ε31. Hence, for any k′
0 > k0 there

exists a k1 > k′
0 such that αCSE(k1) ≥ ε2 where ε2 := (1 − ε′)ε1

3. This means
αCSE(k) 6<∞ ε2.

Strong oracle (1 − αCIE(k) 6≥∞ 1/poly(k)): The resulting success probability
is (asymptotically) strong. For this, we first prove that 1 − γ(k)λ(k) 6≥∞

1/poly(k): As shown in the weak case, we can write γ(k) >∞ 1 − 1/poly(k).
Further, from Lemma 6.2 it follows 1−λ(k) 6≥∞ 1/poly(k).34 Applying Lemma

33For this (worst case) lower bound to be meaningful (non-negative) the relation ϕ(|G|)
|G|

> 1
2

must hold, and clearly this is the case as |G| contains no small prime factors.
34λ(k) is a (polynomial) power of a strong success probability.
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6.7 we obtain 1 − γ(k)λ(k) 6≥∞ 1/poly(k). Since 1 − αCSE(k) ≤ 1 − γ(k)λ(k),
it follows 1− αCSE(k) 6≥∞ 1/poly(k).

Lemma 6.7 Let f(k), g(k) be functions
�
→ [0, 1]. If 1− f(k) 6≥∞ 1/poly(k)

and 1− g(k) <∞ 1/poly(k), then 1− f(k)g(k) 6≥∞ 1/poly(k). 2

Proof. Consider P (k) = (1− f(k))(1− g(k)). Obviously, P (k) ≥ 0 for all k and
we can write

(1− f(k))(1− g(k)) = 1 + f(k)g(k)− f(k)− g(k)

= −(1− f(k)g(k)) + (1− f(k)) + (1− g(k))

= −(1− f(k)g(k)) + S(k) ≥ 0

where we set S(k):=(1−g(k))+(1−f(k)). S(k) is a not non-negligible function
since it is the sum of a negligible and a not non-negligible functions. Thus, we
can write S(k) 6≥∞ 1/poly(k). From equations above we have 1 − f(k)g(k)) ≤
S(k). Since S(k) 6≥∞ 1/poly(k), it follows 1− f(k)g(k) 6≥∞ 1/poly(k).

Efficiency: There are 3 calls to OCIE , and O(log |G|) group operations are
required for the exponentiations and computing the inverse elements.

Remark 6.3. For groups of prime order, the resulting success probability covers
also perfect success probability as the special case of elements not in � ∗

p (i.e., 0)
can be tested and handled. ◦

Using the previous results we can now prove the relation between CIE and
CDH assumptions in their high-granular variant.

Theorem 6.4

∗-CIE(c:∗; g:h; f:fct)
α′≥1−1/2k; t′=O( tk

α +t log |G|)+O( k log |G|
α +(log |G|)2)

====================================⇒
∗-CDH(c:∗; g:h; f:fct);

{(1−1/poly(k)),ε,1/poly(k)}-CIE(c:∗; g:h; f:nsprim,o)
α′≥( 2ϕ(|G|)−1

|G|
)3α9; t′=9t+O(log |G|)

⇐========================
{(1−1/poly(k)),ε,1/poly(k)}-CDH(c:∗; g:h; f:nsprim,o)

2

Proof. The following statements hold:

(a) Given a CDH oracle OCDH which breaks ∗-CDH(c:∗; g:h; f:fct) with
success probability αCDH(k), there exists an algorithm AOCDH

which breaks ∗-CIE(c:∗; g:h; f:fct) with success probability αCIE(k) =
αCDH(k)O(log |G|), using at most O( k

αCDH (k) + log |G|) calls to OCDH and

O( k log |G|
αCDH (k) + (log |G|)2) group operations.
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(b) Given a CIE oracle OCIE which breaks
{(1−1/poly(k)),ε,1/poly(k)}-CIE(c:∗; g:h; f:nsprim,o) with success
probability αCIE(k), there exists an algorithm AOCIE which breaks
{(1−1/poly(k)),ε,1/poly(k)}-CDH(c:∗; g:h; f:nsprim,o) with success

probability αCDH(k) ≥ ( 2ϕ(|G|)−1
|G| )3αCIE(k)

9
, using 9 oracle calls and

O(log |G|) group operations.

Case (a): Follows immediately from lemma 6.4.

Case (b): According to Theorem 6.2 there is a reduction from
∗-CDH(c:∗; g:h; f:o) to ∗-CSE(c:∗; g:h; f:o) with success probability αCDH(k) =

αCSE(k)3, using 3 calls to OCDH and O(log |G|) group operations.

Further, according to Lemma 6.6 there is a reduction
from {(1−1/poly(k)),ε,1/poly(k)}-CSE(c:∗; g:h; f:nsprim,o) to
{(1−1/poly(k)),ε,1/poly(k)}-CIE(c:∗; g:h; f:nsprim,o) with success proba-

bility αCSE(k) ≥ 2ϕ(|G|)−1
|G| αCIE(k)

3
, using 3 oracle calls and O(log |G|) group

operations.

Combining these results we obtain a reduction from
{(1−1/poly(k)),ε,1/poly(k)}-CDH(c:∗; g:h; f:nsprim,o) to
{(1−1/poly(k)),ε,1/poly(k)}-CIE(c:∗; g:h; f:nsprim,o) with the resulting

success probability αCDH(k) ≥ ( 2ϕ(|G|)−1
|G| )3αCIE(k)

9
, using 9 oracle calls and

O(log |G|) group operations. This completes the proof.

Remark 6.4. Theorem 6.4 concerns only group orders with no small prime fac-
tors, and does not cover the gap between the group orders with at least one
large prime factor and those containing no small primes. Note that for group
orders with only small prime factors the problems are easy to solve since one can
apply well-known algorithms for solving the discrete logarithms (Shoup 1997).

Remark 6.5. The CDH oracle can be used to multiply two discrete logarithms
without knowing them explicitly (e.g., to compute gx2

without knowing x).
Using CDH oracle one can compute gp(x) for a polynomial p(x) with integer
coefficients or to compute gh(x) for any rational function of the form h(x) =
f(x)/g(x) where f(x), g(x) are polynomials with integer coefficients. This fact
was also mentioned shortly by Maurer (1994). As a consequence one can use
CDH oracle to compute any multivariate polynomial p(x1, x2, · · ·xn) or rational
function h(x1, x2, · · · , xn) in the exponent.

Let us, for brevity, consider bivariate expressions in exponents. Assume
we are given an oracle which, on input gx, gy, outputs gp(x,y) with a certain
probability, where p(x, y) is a known (fixed) bivariate polynomial whose degree
and form is appropriately defined. We may call this oracle CPE (Computational
Polynomial Exponent) and want to analyze its relation to CDH oracle. Due to
the discussion above we can easily construct a CPE oracle using a CDH oracle,
however, the converse (reduction CDH to CPE) is not obvious. This direction
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was shown in Kiltz (2001): First show the equivalence between CDH oracle
and a CPE oracle which computes polynomials of degree 2 (according to the
underlying polynomial definition). We denote such oracle with CPE(2). Next
prove that a CPE(n), i.e, a CPE oracle outputting p(x, y) of degree n, can be
inductively reduced to CPE(2). ◦

6.3.2 Medium Granular

Next, we prove the above equivalence (Theorem 6.4) also for medium gran-
ularity. Similar to Theorem 6.3 we could argue that due to the existence of
a randomization the result immediately follows also for the medium-granular
case. However, we will show that this reduction can be performed much more
efficiently in the medium-granular case than in the high-granular case; thereby
we improve the concrete security considerably. We start with the following
lemma.

Lemma 6.8

∗-CIE(c:∗; g:m; f:o)
α′=α; t′=t+O(log |G|)

===============⇒
∗-CSE(c:∗; g:m; f:o);

{(1−1/poly(k)),ε,1/poly(k)}-CIE(c:∗; g:m; f:nsprim)
α′≥ϕ(|G|)

|G|
α; t′=t

⇐===========
{(1−1/poly(k)),ε,1/poly(k)}-CSE(c:∗; g:m; f:nsprim)

2

Proof. We prove that the following statements hold:

(a) Given a CSE oracle OCSE which breaks ∗-CSE(c:∗; g:m; f:o) with suc-
cess probability αCSE(k), there exists an algorithm AOCSE that breaks
∗-CIE(c:∗; g:m; f:o) with success probability αCIE(k) = αCSE(k), using 1
oracle call and O(log |G|) group operations.

(b) Given a CIE oracle OCIE which breaks
{(1−1/poly(k)),ε,1/poly(k)}-CIE(c:∗; g:h; f:nsprim) with success
probability αCIE(k), there exists an algorithm AOCIE which breaks
{(1−1/poly(k)),ε,1/poly(k)}-CSE(c:∗; g:h; f:nsprim) with success proba-

bility αCSE(k) ≥ ϕ(|G|)
|G| αCIE(k), using 1 oracle call.

Case (a): Given a CIE input tuple ((G, g), (gx)) with x ∈ � ∗
|G|, we construct

AOCSE as follows: Set h := gx, then we have g = ht for t ∈ � ∗
|G|. Since x ∈ � ∗

|G|,

h is a group generator, and t = x−1 exists as we implicitly assumed above.
Select r ∈R � |G| and pass ((G, h), (ht+r)) to OCSE where ht+r = ggr. The
reason for the randomization with r is that here the inputs to OCSE are limited
to those with secret exponents x from � ∗

|G| whereas the success probability of
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OCSE is defined over the input set with x ∈ � |G|. Using the answer of OCSE

we compute

ht2 =
OCSE(ht+r)

g2rgr2 =
ht2+2rt+r2

(ht)2rhr2 .

Since t = x−1 we exploit the identity ht2 = (gx)(x
−1)2 = (gx)x−2

= gxx−2

= gx−1

to solve CIE input.

Success probability: There is a single call to OCSE . Thus, the resulting success
probability is αCIE(k) = αCSE(k).

Efficiency: There is a single oracle call, and there are O(log |G|) group opera-
tions required for computing the inverses and exponentiations.

Case (b): Given a CSE input tuple ((G, g), (gx)), we construct AOCIE as follows:
Set h := gx and pass ((G, h), (ht)) to OCIE where ht = g. Note that OCIE

answers correctly (i.e., ht−1

) with probability αCIE(k) only to the legal queries,
i.e., when h is a generator and t ∈ � ∗

|G|. The probability for this event is
ϕ(|G|)
|G| . Note that in this case t := x−1 exists, as we implicitly assumed above.

The desired solution to the CSE problem is obtained by exploiting the identity
ht−1

= (gx)(x
−1)−1

= gx2

.

Success probability: There is a single call to OCIE . Thus, the resulting success

probability is αCSE(k) ≥ ϕ(|G|)
|G| αCIE(k). Depending on the oracle’s success

probability αCIE(k) we have the following cases:

Perfect oracle (αCIE(k) 6<∞ 1): The resulting success probability cannot be
perfect because there is a non-zero error probability when querying the CIE
oracle.

Weak oracle (αCIE(k) 6<∞ 1/poly(k)): The resulting success probability is weak:

αCIE(k) is a not negligible function, and ϕ(|G|)
|G| is always non-negligible (see

also Lemma 6.5) Thus, the product of these terms is a not-negligible function,
implying αCSE(k) 6<∞ 1/poly(k).

Invariant oracle (αCIE 6<∞ ε1): The resulting success probability is (asymptot-
ically) invariant. The proof is similar to that of the invariant case in Lemma
6.6: Since |G| contains no small prime factors, it follows from Lemma 6.5 that

1− ϕ(|G|)
|G| <∞ 1/poly(k). More precisely, for all ε′ > 0 there exist a k0 such that

for all k > k0,
ϕ(|G|)
|G| > 1 − ε′. Since αCIE(k) 6<∞ ε1, for any k′

0 there exists

k1 > k′
0 such that αCIE(k1) > ε1. Thus, for any k′

0 > k0 there exists k1 > k′
0

such that αCSE(k1) > ε2 where ε2 := (1− ε′)ε1. This means αCSE(k) 6<∞ ε2.

Strong oracle (1 − αCIE(k) 6≥∞ 1/poly(k)): The resulting success probability
is (asymptotically) strong. The proof is similar to that of the strong case in
Lemma 6.6: Since |G| contains no small prime factors, it follows from Lemma
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6.5 that 1− ϕ(|G|)
|G| <∞ 1/poly(k). Further, we have 1− αCIE(k) 6≥∞ 1/poly(k).

Applying Lemma 6.7 we obtain 1 − ϕ(|G|)
|G| αCIE(k) 6≥∞ 1/poly(k), and since

1− αCSE(k) ≤ 1− ϕ(|G|)
|G| αCIE(k), it follows 1− αCSE(k) 6≥∞ 1/poly(k).

Combining Theorem 6.3 and Lemma 6.8 we obtain the following theorem on the
relation between the medium-granular variants of CIE and CDH assumptions.

Theorem 6.5

∗-CIE(c:∗; g:m; f:o)
α′=α; t′=t+O(log |G|)

===============⇒
∗-CDH(c:∗; g:m; f:o);

{(1−1/poly(k)),ε,1/poly(k)}-CIE(c:∗; g:m; f:nsprim)

α′≥
(

ϕ(|G|)
|G|

)3
α3; t′=3t+O(log |G|)

⇐=======================
{(1−1/poly(k)),ε,1/poly(k)}-CDH(c:∗; g:m; f:nsprim)

2

Remark 6.6. In Theorem 6.5 we consider group orders containing no small prime
factors (for the reduction CIE to CDH) to obtain comparable results to the
high-granular variant of the reduction. However, the reduction holds also for
general group orders35 although for invariant and strong CIE oracle we need
to self-correct the resulting success probability αCDH after the reduction (see
Corollary 6.1) This is stated in the following lemma.

Lemma 6.9

{(1−1/poly(k)),ε,1/poly(k)}-CIE(c:∗; g:m; f:∗)
⇐=

{(1−1/poly(k)),ε,1/poly(k)}-CDH(c:∗; g:m; f:∗)
2

Remark 6.7. For prime group orders Theorem 6.5 also covers perfect oracles as
the special case of elements not in � ∗

p (i.e., 0) can be tested and handled. ◦

In this section we have analyzed and proved relations between CDH, CSE, CIE
in their high- and medium-granular versions. We can summarize the advantages
of medium-granular reductions over their high-granular variants as follows:

• The medium-granular reduction of CIE to CDH (Theorem 6.4) does not
require the CDH oracle to be self-corrected.

• The medium-granular reduction (Theorem 6.5) is much more efficient than
the corresponding high-granular reduction (Theorem 6.4): The reduction
CIE-CDH requires a single call to the CDH oracle and O(log |G|) group

35e.g., it holds also for orders containing at least one large prime factor.
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operations whereas the high-granular version requires, even without self-
correction, O(log |G|) (very expensive) oracle calls and O((log |G|)2) group
operations. Further, the reduction achieves a success probability which is
higher by a power of O(log |G|). The success probability of the converse
reduction CDH-CIE is comparatively higher for the medium-granular vari-
ant.

• The high-granular variant of Theorem 6.5 works for group orders with no
small prime factors. It does not cover the range of group orders with at
least one large prime factor to those with no small prime factors. However,
this gap is covered by the medium-granular version since the reduction
works for any group order (see Remarks 6.4 and 6.6).

7 Decisional DH, SE and IE

7.1 Difficulty in the Generic Model

First we state a Lemma which plays an important role for later proofs in the
context of generic algorithms:

Lemma 7.1 (Schwartz 1980; Shoup 1997) Let p ∈ � and e ∈
�
. Further,

let P (X1, X2, · · · , Xn) be a non-zero polynomial in � pe[X ] of total degree d ≥ 0.
Then

Prob[P (x1, x2, · · · , xn) ≡ 0 :: (x1, x2, · · · , xn) ∈R � n
pe] ≤ d/p.

2

Using Lemma 7.1 Wolf (1999) shows the following result: There exists no generic
algorithm that can solve DSE in polynomial time if the order of the multiplica-
tive group is not divisible by small primes. This result is summarized in the
following theorem:

Theorem 7.1 (Wolf 1999)
true =⇒ ε-DSEσ(c:∗; g:h; f:nsprim,o) 2

Remark 7.1. More precisely, Wolf shows, the probability that any generic algo-
rithm Aσ can correctly distinguish correct DSE inputs from incorrect ones is at

most (T+4)(T+3)
2p′ where p′ is the smallest prime factor of |G| and T is an upper

bound on the algorithm’s runtime.

Remark 7.2. In the sequel, we will consider several decisional problems and
prove results on the generic complexity of solving them. For known group
orders the generic complexity of these problems is directly proportional to the
smallest prime factor of the group order (similar to the result of Theorem 7.1)
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In other words, these problems can only be hard if the group order |G| is free
of small primes.36

To make this more clear, consider the following example regarding DDH
for group family with |G| = 2q where q ∈ � is a prime. We assume that
DDH is hard for q. Note that this example can be generalized to any group
families with |G| containing small prime factors. Now, assume we are given a
correct DDH tuple I1 := ((G, g), (gx, gy), (gxy)) and a random DDH tuple I0 :=
((G, g), (gx, gy), (gx′y′

)) with x′, y′ ∈R � |G|. Since |G| is even, we can determine
the parity parity(exp) := exp mod 2 of the exponents exp ∈ {x, y, xy, x′y′} as
follows:

parity(exp) =

{
0 : if (gexp)q = 1
1 : if (gexp)q = gq .

This can be exploited to construct an algorithm (distinguisher) D which solves
DDH in G with non-negligible success probability. D gets the tuple Ib as input,
where b is a randomly and uniformly chosen bit, and outputs a bit D(Ib) such
that

D(Ib) :=

{
1 : if parity(z) = parity(x)parity(y)
0 : otherwise

where z is either xy or x′y′. D is successful if and only if D(Ib) = b. The success
probability of D is determined as follows:

Prob[D(Ib) = b] = Prob[D(Ib) = 1|b = 1]Prob[b = 1]

+ Prob[D(Ib) = 0|b = 0]Prob[b = 0]

= 1(
1

2
) +

1

2
Prob[D(Ib) = 0|b = 0]

=
1

2
+

1

2
Prob[D(Ib) = 0|b = 0].

Note that Prob[D(Ib) = 1|b = 1] = 1 always holds. Further, Prob[b = 1] =
Prob[b = 0] = 1/2 holds since b is chosen randomly and uniformly from {0, 1}.
It remains to compute Prob[D(Ib) = 0|b = 0]. For this, we consider the 4 pos-
sible cases for the parities of x and y represented by the disjoint events Ei,j

Ei,j := {(i, j) : x, y ∈R � |G| ∧ i = parity(x) ∧ j = parity(y)}

for i, j ∈ {0, 1}. It follows

Prob[D(Ib) = 0|b = 0] =
∑

i,j∈{0,1}

Prob[D(Ib) = 0|b = 0 ∧ Ei,j ]Prob[Ei,j ]

= Prob[D(Ib) = 0|b = 0 ∧ E1,1]Prob[E1,1]

+
∑

i, j ∈ {0, 1}
(i, j) 6= (1, 1)

Prob[D(Ib) = 0|b = 0 ∧ Ei,j ]Prob[Ei,j ].

36Note that if the group order |G| is known then its small prime factors can easily be
computed by using well-known factoring algorithms.
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Since x and y are chosen uniformly and randomly we have Prob[Ei,j ] = 1/4 for
all i, j ∈ {0, 1}. Further, we have

Prob[D(Ib) = 0|b = 0 ∧ E1,1] = Prob[parity(z) = 0] = 3/4

and for i, j ∈ {0, 1}, (i, j) 6= (1, 1)

Prob[D(Ib) = 0|b = 0 ∧Ei,j ] = Prob[parity(z) = 1] = 1/4.

Substituting these results in the above equations we obtain:

Prob[D(Ib) = 0|b = 0] = 1/4(3/4) + 1/4(3/4) = 6/16

and
Prob[D(Ib) = b] = 1/2 + 1/2(6/16) = 11/16.

According to our definitions of the assumptions in Section 4 the adversary’s suc-
cess probability for decisional assumptions is normalized to (Prob[D(Ib) = b]−
1/2)2 = 6/16. Thus, with (non-negligible) success probability 6/16 the distin-
guisher can recognize the correct DDH tuple.

Remark 7.3. Theorem 7.1 holds also for other variants of the assumption with
respect to the success probabilities perfect, weak and strong.

Remark 7.4. It might look surprising that ∗-DSEσ(c:∗; g:h; f:nsprim) always
holds, i.e., it’s a fact, not an assumption. Of course, the crucial aspect is the
rather restricted adversary model (the σ in the assumption statement) which
limits adversaries to generic algorithms. However, note that, consequently, to
break DSE, one has to exploit deeper knowledge on the actual structure of the
used algebraic groups. In particular, for appropriately chosen prime-order sub-
groups of � ∗

p and elliptic or hyper-elliptic curves no such exploitable knowledge
could yet be found, and all of currently known efficient and relevant algorithms
in these groups are generic algorithms, e.g., Pohlig-Hellman (1978) or Pollard-
ρ (Pollard 1978). Nevertheless, care has to be applied when proving systems
secure in the generic model (Fischlin 2000).

Remark 7.5. As we will see later several (impossibility) results are proven in
the generic model. All these proofs use similar techniques to determine bounds
on the amount of information a generic adversary can obtain. For the better
understanding, we describe this below by giving an example for DDH.

First recall that in the generic model a group element a ∈ G is represented
by its encoding σ(x), with x ∈ � |G|, using an encoding function σ(·) chosen
randomly from the set ΣG,g of bijective functions � |G| → G. The generic ad-
versary Aσ is given σ(1), i.e., the encoding of a generator, and it is given access
to oracles for performing addition σ(x + y) ← σ+(σ(x), σ(y)) and inversions
σ(−x)← σ−(x) on group elements (see also Section 3)37

A decisional problem in this model is formulated as follows: The adversary
Aσ is given the encodings of the secret, solution and random parts where the

37As we will see later, for proving the impossibility of some reductions Aσ is given access
to additional oracles.
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latter two parts are in random order. Then Aσ has to decide on the correct
order of these two parts. For DDH it means, Aσ is given σ(1), σ(x), σ(y) and
the elements {σ(xy), σ(c)} in random order. Now, Aσ has to decide which
of the elements {σ(xy), σ(c)} is the encoding of the solution part and which
one corresponds to the encoding of the random part. Assuming Aσ makes T
queries to the addition and inversion oracles we are interested in the amount of
information it can obtain. Each time Aσ interacts with these oracles it learns
the encoding σ(wi) of a wi ∈ � |G| where wi = Pi(x, y, xy, c) is a linear function
Pi in x, y, c, and can be determined by using the previous oracle queries. Aσ

has the following possibilities to obtain information on the encoded values:

(a)Aσ learns distinct (random) encoding of distinct values. More precisely,
for all (i, j) with Pi 6= Pj we have σ(wi) 6= σ(wj).

(b)Aσ learns a linear relation on the values x, y, xy and c. More precisely,
there exists (i, j) such that Pi 6= Pj and σ(wi) = σ(wj), meaning that
either Pi(x, y, xy, c) ≡ Pj(x, y, xy, c) mod |G| holds or Pi(x, y, c, xy) ≡
Pj(x, y, c, xy) mod |G|.

In the case (a) the obtained values are independent random values and do not
leak any information to Aσ at all. In contrast, case (b) represents the only
way Aσ may obtain information on the values x, y, xy and c. If Aσ can find
such a relation we consider it as successful in finding the correct order of the
elements. Hence, we are interested in bounding the probability of Aσ ’s success.
For this purpose, it suffices to bound the probability that a pair (i, j) with
i 6= j exists such that Pi(x, y, xy, c) ≡ Pj(x, y, xy, c) mod |G| or Pi(x, y, c, xy) ≡
Pj(x, y, c, xy) mod |G| when given any T distinct linear polynomials and the
random values x, y, xy, c ∈R � |G|. As we will see later this bound is determined
by exploiting the result of Theorem 7.1. ◦

In the following Theorem we show that also DIE cannot be solved by generic
algorithms if the order |G| of the multiplicative group � ∗

|G| is not divisible by
small primes.

Theorem 7.2
true =⇒ ∗-DIEσ(c:∗; g:h; f:nsprim) 2

Proof. The following lemma associates the minimal generic complexity of solving
DIE directly to the smallest prime factor of the order of the underlying group
G. Theorem 7.2 immediately follows from this lemma and Remarks 7.6 and 7.5.

Lemma 7.2 Let G be a cyclic group and g a corresponding generator, let p′ be
the smallest prime factor of |G|. Let Aσ be any generic algorithm for groups G
with maximum run time T . Then the following always holds:
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(|Prob[Aσ(C, (G, g), wb, wb̄) = b ::

b R← {0, 1}; C R← U ;
PI ← SPI IE((G, g)); PIR ← SPIPIP (PI SI );
wb ← (PI publ ,PI sol );
wb̄ ← (PI publ ,PIR

sol )

]−1/2 | · 2) ≤ 2(T+4)(T+3)
p′−2

2

Proof. Assume, we are given the encodings σ(1), σ(x) and {σ(x−1), σ(c)} where
x ∈ � ∗

|G|. After T computation steps the algorithm Aσ can compute at most

T + 4 distinct linear combinations Pi of the elements 1, x, x−1 and c, i.e., it
obtains

σ(Pi(1, x, x−1, c)) = σ(ai1 + ai2x + ai3x
−1 + ai4c),

where aij are constant coefficients. Furthermore, it is not a-priori known to
Aσ which one of the values in {ai3, ai4} is the coefficient for x−1 and which one
corresponds to c. Aσ may be able to distinguish σ(x−1) and σ(c) by finding rela-
tions (collisions) between distinct linear combinations (Pi, Pj) with i 6= j. This
means it obtains σ(Pi(1, x, x−1, c)) = σ(Pj(1, x, x−1, c)) or σ(Pi(1, x, c, x−1)) =
σ(Pj(1, x, c, x−1)), implying either Pi(1, x, x−1, c) ≡ Pj(1, x, x−1, c) mod |G| or
Pi(1, x, c, x−1) ≡ Pj(1, x, c, x−1) mod |G|. Let E denote this event. We compute

an upper bound for the probability that E occurs: There are
(
T+4

2

)
= (T+4)(T+3)

2
possible distinct pairs of polynomials (Pi, Pj). For each such a pair (i, j) we
can bound the number of solutions to Pi ≡ Pj mod pe for any prime power
pe that exactly divides |G|, i.e., pe+1 6 | |G| (Note that uniformly distributed
random values mod |G| are also randomly and uniformly distributed mod pe.)
More precisely, we consider the solutions to the following polynomials

Fi,j(x, c) := x[Pi(1, x, x−1, c)− Pj(1, x, x−1, c)] ≡ 0 mod pe

or
Gi,j(x, c) := x[Pi(1, x, c, x−1)− Pj(1, x, c, x−1)] ≡ 0 mod pe.

Here the polynomials F or G are obtained by multiplying both sides of the
congruence Pi ≡ Pj mod pe with x and then reordering the resulting congruence.

Hence, we bound the probability that a random tuple (x, c) ∈R � ∗
pe× � ∗

pe is
a zero of the polynomials F or G mod pe (Note that � ∗

|G| is the domain of the

secret exponents of DIE input tuples.)
To do this, we first bound the number of solutions (x, c) to F or G mod pe

where (x, c) are randomly selected from � 2
pe: The total degree of each of the

polynomials F and G is two. It follows from Lemma 7.1 that the probability of a
random tuple (x, c) ∈ � 2

pe to be a zero of F or G mod pe is at most 2(2/p) = 4/p.
There are p2e tuples (x, c) in � 2

pe. Thus, there are at most p2e4/p = 4p2e−1 zeros
for F or G mod pe.

Further, there are (ϕ(pe))2 = (pe − pe−1)2 tuples in � ∗
pe × � ∗

pe. Hence, the
probability that such a tuple is a zero of F or G mod pe is upper bounded by
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4p2e−1/(pe − pe−1)2. It follows

Prob[E] ≤
(T + 4)(T + 3)

2

4p2e−1

(pe − pe−1)2

=
(T + 4)(T + 3)

2

4p2e−1

p2e + p2e−2 − 2p2e−1

= (T + 4)(T + 3)
2p

p2 − 2p + 1

≤ (T + 4)(T + 3)
2p

p2 − 2p
= (T + 4)(T + 3)

2

p− 2

≤ (T + 4)(T + 3)
2

p′ − 2
.

If the complementary event Ē occurs, then Aσ cannot obtain any information
about the bit b except pure guessing. Thus, the success probability of Aσ for
correctly outputting b is

Prob[Aσ(..) = b] = Prob[E] +
1

2
Prob[Ē]

= Prob[E] +
1−Prob[E]

2

=
1

2
+

Prob[E]

2

≤
1

2
+

(T + 4)(T + 3)

p′ − 2
.

Remark 7.6. In the classical formulation of decision problems the adversary gets,
depending on the challenge b, either the correct element or a random element as
input, i.e., in the case of DIE the adversary gets gx together with gx−1

if b = 0
and gc (with c ∈R � ∗

|G|) if b = 1. The formulation used in Lemma 7.2 considers
a slightly different variant of the decisional problem type: We consider here
an adversary which receives, in random order, both the correct and a random
element and the adversary has to decide on the order of the elements, i.e., the
adversary gets gx and (gx−1

, gc) for b = 0 and (gc, gx−1

) for b = 1.
This formulation makes the proofs easier to understand. However, note that

both variants are equivalent. ◦

7.2 DSE versus DDH

7.2.1 High Granular

Wolf (1999) shows the following two results on the relation between DSE and
DDH: DSE can easily be reduced to DDH, however, as Theorem 7.4 shows, the
converse doesn’t hold.
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Theorem 7.3 (Wolf 1999)

ε-DSE(c:∗; g:h; f:o)
α′=α; t′=t+O(log |G|)

===============⇒ ε-DDH(c:∗; g:h; f:o) 2

Proof. Given a DDH oracle ODDH which breaks ε-DDH(c:∗; g:h; f:∗), one
can construct an algorithm AODDH for breaking ε-DSE(c:∗; g:h; f:o) as follows:
AODDH randomizes its input tuple ((G, g), (gx), (gz)) by choosing r ∈R � |G| and
constructing the tuple

I = ((G, g), (gX , gY ), (gZ))

where gX := gx, gY := gx+r and gZ := gz(gx)r. The tuple I has the correct
input distribution for ODDH because (i) gY := gx+r is a random group element

independent of gX , and (ii) the last element gZ is gXY if and only if gz = gx2

,
and it is a random group element otherwise.

Success probability : There is a single call to the DDH oracle with correctly
distributed inputs. Thus, the resulting success probability is αDSE = αDDH ,
and since αDSE is invariant, it follows that αDDH is also invariant.

Efficiency : There is a single oracle call, and by applying the square and multiply
method one requires O(log |G|) group operations for performing the exponenti-
ations.

Remark 7.7. The reduction in Theorem 7.3 also holds for other variants of the
assumption with respect to the success probabilities perfect, weak and strong.

Remark 7.8. In the proof of Theorem 7.3 we selected random elements from
� |G| exploiting that the group order is known. While the group order might not
always be publicly known, there is always a publicly known upper bound B(|G|)
on the group order as mentioned in Section 3 where Parameter 3 is discussed.
If we now consider the two probability ensembles

X ∗
k := {gx∗

:: G← SG(1k) ∧ g ← Sg(G) ∧ x∗ R← � 2kB(|G|)}

and

Xk := {gx :: G← SG(1k) ∧ g ← Sg(G) ∧ x R← � |G|},

we prove that they are statistically indistinguishable. First, observe that we
compute in the exponents implicitly modulo |G|. Therefore, it is sufficient to
consider the ensembles

Y ∗
k := {x∗ (mod |G|) :: G← SG(1k) ∧ x∗ R← � 2kB(|G|)}

and

Yk := {x :: G← SG(1k) ∧ x R← � |G|}.
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Investigating their statistical difference , we can derive following inequalities:

∆(Y ∗,Y )(k) :=
∑

y∈ �
|G|

|Prob[Y ∗
k = y]−Prob[Yk = y]|

=
∑

y∈ �
|G|

|Prob[Y ∗
k = y]−

1

|G|
|

≤
∑

y∈ �
|G|

(maxy∈ �
|G|

(Prob[Y ∗
k = y])−miny∈ �

|G|
(Prob[Y ∗

k = y]))

= |G| (maxy∈ � G(Prob[Y ∗
k = y])−miny∈ � G(Prob[Y ∗

k = y]))

= |G| (
d2kB(|G|)/|G|e

2kB(|G|)
−
b2kB(|G|)/|G|c

2kB(|G|)
)

=
|G|

2kB(|G|)

≤
1

2k

Clearly, from this it follows that Y and Y ∗ (and indirectly X and X ∗) are
statistically indistinguishable. Given that the behavior of the oracle machine
cannot significantly differ on input distributions which are statistically indistin-
guishable from the correct ones — otherwise we would have a computational
and therefore also statistical distinguisher — it is sufficient to sample random
exponents from � 2kB(|G|) to make the reduction work also for arbitrary group
families.38

◦

Remark 7.9. Following Remark 6.2, the result of Theorem 7.3 easily extends to
the medium-granular variant. ◦

Next theorem states that a DSE oracle, even when perfect, is of no help in
breaking DDH assumptions.

Theorem 7.4 (Wolf 1999)
true =⇒ 1-DDHσ(c:∗; g:h; f:nsprim;O1-DSE(c:∗; g:h; f:nsprim)) 2

Remark 7.10. More precisely, Wolf shows, the probability that any Aσ,ODSE

can correctly distinguish correct DDH inputs from incorrect ones is at most
(T+5)(T+4)

2p′ where p′ is the smallest prime factor of |G| and T is an upper bound
on the algorithm’s runtime.

38A similar argument (but without proof) is given by Boneh (1998) for random self-reducing
of DDH with unknown order. He proposes to sample from � B(|G|)2. However, as in virtually

all practical cases B(|G|) is considerably larger than 2k this results in a much more expensive
reduction. Let us consider following (common) example: The computation is done in sub-
groups of � ∗

p with prime order q and an obvious upper bound on the group order is p. For
concreteness, let us use the group parameters suggested by Lenstra and Verheul (2001) for
security parameter k = 80, i.e., p and q having approximately 1460 and 142 bits, respectively.
While our method requires exponentiation with exponents of 1540 bits, Boneh’s method would
require exponentiation with exponents of 2920 bits, i.e., a huge difference!
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Remark 7.11. Theorem 7.4 holds also for other variants of the DDH assumption
with respect to success probabilities weak, invariant and strong. ◦

7.3 DIE versus DDH

7.3.1 High Granular

In the following we prove that similar relations also hold between DDH and
DIE. We first prove a reduction from DIE to DDH, and then show in Theorem
7.7 that the converse does not hold in generic model. This means a DIE oracle,
even when perfect, is of no help in breaking DDH assumption.

Theorem 7.5

{(1−1/poly(k)),ε,1/poly(k)}-DIE(c:∗; g:h; f:nsprim)
α′≥ 2ϕ(|G|)−1

|G|
α; t′=t+O(log |G|)

=====================⇒
{(1−1/poly(k)),ε,1/poly(k)}-DDH(c:∗; g:h; f:nsprim)

2

Proof. We prove the following statement: Given a DDH oracle ODDH which
breaks {(1−1/poly(k)),ε,1/poly(k)}-DDH(c:∗; g:h; f:nsprim) with success prob-
ability αDDH(k), there exists an algorithm AODDH which breaks the assump-
tion {(1−1/poly(k)),ε,1/poly(k)}-DIE(c:∗; g:h; f:nsprim) with success probabil-

ity αDIE(k) ≥ 2ϕ(|G|)−1
|G| αDDH(k), using a single call to OCDH and O(log |G|)

group operations.
Suppose, we are given a DIE input tuple ((G, g), (gx), (gz)) with z = x−1

or z = c where c ∈R � ∗
|G|. We transform the DIE input tuple to a DDH input

tuple ((G, g), (gX , gY ), (gZ)) as follows: Set

gX := gx+a1 , gY := ga2z+a3 , gZ := ga∗
4x+a∗

5z+a∗
6 .

where a1, a2, a3 ∈R � |G|, a∗
4 = a3, a∗

5 = a2a1 and a∗
6 = a2 + a1a3. Here the

superscript“*” indicates that the corresponding values are constructed.
If z = x−1, we get a correct DDH input tuple ((G, g), (gX , gY ), (gZ)) be-

cause (i) X, Y are randomly and uniformly distributed over � |G| due to the
randomization with a1, a2, a3 ∈R � |G|, and (ii) the following holds

XY = a2xz + a3x + a2a1z + a1a3

= a2xx−1 + a3x + a2a1z + a1a3

= a3x + a2a1x
−1 + a2 + a1a3

= a∗
4 + a∗

5x
−1 + a∗

6

= Z.

The case z = c is more involved. Here we apply the result of Lemma 7.3:
For group orders with no small prime factors, the (constructed) tuples (X, Y, Z)
are statistically indistinguishable from tuples (X ′, Y ′, Z ′) chosen randomly from
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� 3
|G|, and therefore, also indistinguishable for the DDH oracle. Thus, also in this

case we get a correct DDH input tuple.

Success probability: There is single call to ODDH and, therefore, the resulting
success probability is

αDIE(k) = Prob[Ek ]αDDH(k) ≥ (
2ϕ(|G|

|G|
− 1)αDDH(k).

The reason for the factor Prob[Ek ] is that the input tuples to ODDH are legal
only if the tuples (X, Y, Z) are randomly and uniformly distributed over � |G|,
and this is the case if the event Ek occurs.

In the following, we set γ(k) := 2ϕ(|G|)
|G| − 1 (Note that |G| is a function of

the security parameter k, see also Lemma 6.5) The type of resulting success
probability αDIE(k) depends on the type of αDDH (k). The proofs are similar
to those of Lemma 6.6. Nevertheless, for completeness, they are given below.

Perfect oracle (αDDH (k) 6<∞ 1): The resulting success probability cannot be
perfect because there is a non-zero error probability when querying the DDH
oracle.

Weak oracle (αDDH (k) 6<∞ 1/poly(k)): The resulting success probability is
(asymptotically) weak: Since |G| contains no small prime factors, it follows

from Lemma 6.5 that 1 − γ(k) = 2(1 − ϕ(|G|
|G| ) <∞ 1/poly(k). Thus, we can

write γ(k) > 1 − 1/poly(k), meaning that γ(k) is non-negligible. Further, we
have αDDH(k) 6<∞ 1/poly(k). It follows γ(k)αDDH(k) 6<∞ 1/poly(k) (see also
Section 2.2) Finally, since αDIE(k) ≥ γ(k)αDDH(k), it follows αDIE(k) 6<∞

1/poly(k).

Invariant oracle (αDDH 6<∞ ε1): The resulting success probability is (asymptot-
ically) invariant: As shown in the weak case, we can write γ(k) >∞ 1−1/poly(k).
More precisely, for any ε′ > 0 there exists a k0 such that for all k > k0 we have
γ(k) >∞ 1− ε′. From αDDH(k) 6<∞ ε1, it follows that for any k′

0 there exists a
k1 > k′

0 such that αDDH(k1) ≥ ε1. Thus, for any k′
0 > k0 there exists a k1 > k′

0

such that αDIE(k1) ≥ ε2 where ε2 := (1− ε′)ε1. It follows αDIE(k) 6<∞ ε2.

Strong oracle (1 − αDDH(k) 6≥∞ 1/poly(k)): The resulting success proba-
bility is (asymptotically) strong: As shown in the weak case, we can write
γ(k) >∞ 1 − 1/poly(k). Further, we have 1 − αDDH(k) 6≥∞ 1/poly(k). It
follows from Lemma 6.7 that 1 − γ(k)αDDH(k) 6≥∞ 1/poly(k). Finally, since
αDIE(k) ≥ γ(k)αDDH(k), it follows 1− αDIE(k) 6≥∞ 1/poly(k).
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Lemma 7.3 Let SG be a group sampler of groups whose orders contain no
small prime factors. Further, let Vk and V ′

k be probability ensembles defined as

Vk := {(X, Y, Z) :: G← SG(1k) ∧

(x, z) ∈R ( � ∗
|G|)

2 ∧ (a1, a2, a3) ∈R � 3
|G| ∧

a∗
4 = a3 ∧ a∗

5 = a2a1 ∧ a∗
6 = a2 + a1a3 ∧

X := x + a1 ∧ Y := a2z + a3; ∧ Z := a∗
4x + a∗

5z + a∗
6},

V ′
k := {(X ′, Y ′, Z ′) :: G← SG(1k) ∧ (X ′, Y ′, Z ′) ∈R � 3

|G|}.

Then Vk and V ′
k are statistically indistinguishable. 2

Proof. According to the definition of statistical indistinguishability (see Section
2.4) we have to prove that the statistical difference ∆(V ,V ′)(k) is negligible in
security parameter k (here, for group orders |G| with no small prime factors)

Clearly, Prob[V ′
k = v] = 1/|G|3 holds for all v ∈ � 3

|G| by definition. Next,

we partition � 3
|G| in two disjoint sets D and its complement D̄ = � 3

|G| \D such

that Prob[Vk = v] ≥ 1/|G|3 for all v ∈ D and Prob[Vk = v] < 1/|G|3 for all
v ∈ D̄. Then we can write

∆(V ,V ′)(k) :=
∑

v∈ � 3
|G|

|Prob[Vk = v]−Prob[V ′
k = v]|

=
∑

v∈ � 3
|G|

|Prob[Vk = v]− 1/|G|3|

=
∑

v∈D

(Prob[Vk = v]− 1/|G|3) +

∑

v∈D̄

(1/|G|3 −Prob[Vk = v]).

It follows

∆(V ,V ′)(k) ≤
∑

v∈D

(
Prob[Vk = v]− 1/|G|3

)
+

∑

v∈D̄

(
1/|G|3 −minv∈ � 3

|G|
(Prob[Vk = v])

)

=
∑

v∈D

Prob[Vk = v]− |D|/|G|3 +

|D̄|
(
1/|G|3 −minv∈ � 3

|G|
(Prob[Vk = v])

)
.
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We exploit the relations
∑

v∈D Prob[Vk = v] = 1 −
∑

v∈D̄ Prob[Vk = v] and
|D| = |G|3 − |D̄|, and substitute them in the above inequality:

∆(V ,V ′)(k) ≤ 1−
∑

v∈D̄

Prob[Vk = v]−
|G|3 − |D̄|

|G|3
+

|D̄|
(
1/|G|3 −minv∈ � 3

|G|
(Prob[Vk = v])

)

≤ 1−
∑

v∈D̄

(
minv∈ � 3

|G|
(Prob[Vk = v])

)
− 1 + |D̄|/|G|3 +

|D̄|
(
1/|G|3 −minv∈ � 3

|G|
(Prob[Vk = v])

)

= −|D̄|
(
minv∈ � 3

|G|
(Prob[Vk = v])

)
+ |D̄|/|G|3 +

|D̄|
(
1/|G|3 −minv∈ � 3

|G|
(Prob[Vk = v])

)

= 2|D̄|/|G|3 − 2|D̄|
(
minv∈ � 3

|G|
(Prob[Vk = v])

)

= 2|D̄|
(
1/|G|3 −minv∈ � 3

|G|
(Prob[Vk = v])

)

≤ 2|G|3
(
1/|G|3 −minv∈ � 3

|G|
(Prob[Vk = v])

)

where for the last step we used the fact |D̄| ≤ |G|3. Next, we determine a lower
bound for minv∈ � 3

|G|
(Prob[Vk = v]). For this, we first consider the probability

Prob[Vk = v] together with the event Ek := E(Vk ) : (1− xz) ∈ � ∗
|G|. It follows

Prob[Vk = v] = Prob[Vk = v ∧ Ek ] + Prob[Vk = v ∧ Ēk ]

where Ēk is the complement of Ek . Thus, we can write

minv∈ � 3
|G|

(Prob[Vk = v]) ≥ minv∈ � 3
|G|

(Prob[Vk = v ∧ Ek ])

+minv∈ � 3
|G|

(Prob[Vk = v ∧ Ēk ]).

Since minv∈ � 3
|G|

(Prob[Vk = v ∧ Ēk ]) ≥ 0, it follows

minv∈ � 3
|G|

(Prob[Vk = v]) ≥ minv∈ � 3
|G|

(Prob[Vk = v ∧ Ek ]).

Further, we have

Prob[Vk = v ∧ Ek ] = Prob[Vk = v|Ek ]Prob[Ek ]

≥
1

|G|3
ϕ(|G|)− (|G| − ϕ(|G|))

|G|

≥
1

|G|3
(2ϕ(|G|

|G|
− 1

)
.

To see this, we consider the probability terms separately:

(i) For all v it holds Prob[Vk = v|Ek ] = 1/|G|3. This is because, if E(Vk )
(i.e., 1 − xz ∈ � ∗

|G|) holds then the tuples (X, Y, Z) are uniformly dis-

tributed over � 3
|G|. One can see this as follows: For any (x, z) ∈R
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� ∗
|G| × � ∗

|G| with z 6= x−1 and for any (X, Y, Z) ∈R � 3
|G|, there exist

exactly one tuple (a1, a2, a3) ∈ � 3
|G| such that following equations hold

X := x + a1, Y := a2z + a3, Z := a∗
4x + a∗

5z + a∗
6

where a∗
4 = a3, a∗

5 = a2a1, a∗
6 = a2 + a1a3. We compute a1, a3 from the

first equations and set them in the third and obtain:

Z = XY + a2 − a2xz, a2(1− xz) = Z −XY.

The last equation has a solution for a2 = (Z −XY )(1− xz)−1 if gcd(1−
xz, |G|) = 1, i.e., 1−xz ∈ � ∗

|G|.
39 Having a2 computed, we can obtain the

other values by computing a1 = X − x and a3 = Y − a2z.

(ii) Prob[Ek ] ≥ 2ϕ(|G|)
|G| − 1: As x, z are elements from � ∗

|G|, there are ϕ(|G|)

possible values for 1−xz which may or may not be relatively prime to |G|.
In the worst case, at most |G| − ϕ(|G|) of them are not relatively prime
to |G|. Thus, in the worst case, the number of possible values for 1− xz
relatively prime to |G| is still ϕ(|G|) − (|G| − ϕ(|G|)) = 2ϕ(|G|) − |G|.

Therefore, we can write Prob[Ek ] ≥ 2ϕ(|G|)−|G|
|G| = 2ϕ(|G|)

|G| − 1.

It follows

minv∈ � 3
|G|

(Prob[Vk = v ∧ Ek ]) =
1

|G|3
(2ϕ(|G|

|G|
− 1

)
.

Now, we return to the statistical difference of the distributions. Substituting
the above results, we obtain

∆(V ,V ′)(k) ≤ 2|G|3
(
1/|G|3 −minv∈ � 3

|G|
(Prob[Vk = v])

)

≤ 2|G|3
(
1/|G|3 −

1

|G|3
(
2ϕ(|G|

|G|
− 1)

)

≤
4|G|3

|G|3
(
1−

2ϕ(|G|)

|G|

)

≤ 4
(
1−

ϕ(|G|)

|G|

)

For |G| with no small prime factors, it follows from Lemma 6.5 that

1− ϕ(|G|
|G| <∞ 1/poly(k) and consequently ∆(V ,V ′)(k) <∞ 1/poly(k). This com-

pletes the proof.

39The other solutions are all congruence modulo |G|. Note that if d = gcd((1−xz), Z−XY )
the equation has exactly d solutions for a given (x, z). In this case, we have collisions, i.e., there
exist d different (a1, a2, a3) tuples and that (X, Y,Z) are in general not uniformly distributed
over � 3

|G|
.
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Remark 7.12. The above reduction does not hold for perfect success probability
because of introduced non-zero error probability. However, for groups of prime
order the reduction also holds for perfect success probability as the only special
case x = 0 can be explicitly handled, i.e., one can easily test whether g0 = 1 is
the input.

Remark 7.13. The reduction in Theorem 7.5 is proven for group orders with no
small prime factors. However, it also holds for all other group orders, provided
the group order is known. Knowing the group order, one can factor out the
small prime factors by well-known factoring algorithms, and then easily solve
the decisional problems DIE and DDH (see also Remark 7.2). Thus, we have
the following theorem.

Theorem 7.6

{(1−1/poly(k)),ε,1/poly(k)}-DIE(c:∗; g:h; f:∗,o)
=⇒

{(1−1/poly(k)),ε,1/poly(k)}-DDH(c:∗; g:h; f:∗,o)
2

◦

The following theorem proves (in generic model) that a DIE oracle, even when
perfect, is of no help in breaking DDH assumptions.

Theorem 7.7
true =⇒ ∗-DDHσ(c:∗; g:h; f:nsprim;O1-DIE(c:∗; g:h; f:nsprim)) 2

Proof. Similar to the proof of Theorem 7.2 we define a Lemma which associates
the minimal generic complexity of solving DIE with the smallest prime factor
of the order of the underlying group G. Theorem 7.7 immediately follows from
Lemma 7.4 and Remark 7.6.

Lemma 7.4 Let G be a cyclic group and g a corresponding generator, let p′

be the smallest prime factor of |G|. Let ODIE be a given oracle which solves
DIE tuples in G and let Aσ,ODIE be any generic algorithm for groups G with
maximum run time T and oracle access to ODIE. Then the following always
holds:

(|Prob[Aσ,ODIE (C, (G, g), wb, wb̄) = b ::

b R← {0, 1}; C R← U ;
PI ← SPIDH((G, g)); PIR ← SPIPIP (PI P);
wb ← (PI publ ,PI sol );
wb̄ ← (PI publ ,PIR

sol )

]−1/2 | · 2) ≤ 2(T+5)(T+4)
p′

2
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Proof. Assume, we are given the encodings σ(1), σ(x), σ(y) and {σ(xy), σ(c)}.
After T1 computation steps Aσ,ODIE can compute at most T1 +5 distinct linear
combinations Pi(x, y, xy, c) of 1, x, y, xy and c, i.e., it obtains

σ(Pi(1, x, y, xy, c)) = σ(ai1 + ai2x + ai3y + ai4xy + ai5c)

where aij are constant coefficients. Furthermore, it is not known to Aσ,ODIE

which one of the values {ai4, ai5} is the coefficient of xy and which one corre-
sponds to c. Further, assume that Aσ,ODIE makes T2 calls to ODIE .
Aσ,ODIE may be able to distinguish σ(xy) and σ(c) by obtaining information

from either of the following events:

Ea: Aσ,ODIE finds relations (collision) between two distinct linear combination
(Pi, Pj) with i 6= j. This means, it obtains either σ(Pi(1, x, y, xy, c)) =
σ(Pj(1, x, y, xy, c)) or σ(Pi(1, x, y, c, xy)) = σ(Pj(1, x, y, c, xy)).

Eb: Aσ,ODIE gets at least one positive answer from ODIE , i.e., it obtains ei-
ther σ(Pi(1, x, y, xy, c)) = σ((Pj (1, x, y, xy, c))−1) or σ(Pi(1, x, y, c, xy)) =
σ((Pj(1, x, y, c, xy))−1).

We compute an upper bound for the probability that either of the events Ea

and Eb occurs.

Case Ea: In this case we have Pi(1, x, y, xy, c) ≡ Pj(1, x, y, xy, c) mod |G| or

Pi(1, x, y, c, xy) ≡ Pj(1, x, y, c, xy) mod |G|. There are
(
T1+5

2

)
= (T1+5)(T1+4)

2
distinct pairs of polynomials (Pi, Pj). For each such a pair (i, j) we bound the
number of solutions to Pi ≡ Pj mod pe for any prime power pe that exactly
divides |G|, i.e., pe+1 6 | |G|. (Note that uniformly distributed random values
mod|G| are also randomly and uniformly distributed mod pe.) More precisely,
we consider the solutions to the following polynomials

Fi,j(x, y, c) := Pi(1, x, y, xy, c)− Pj(x, y, xy, c) ≡ 0 mod pe

or
Gi,j(x, y, c) := Pi(1, x, y, c, xy)− Pj(x, y, c, xy) ≡ 0 mod pe.

Each of the polynomials F and G has the total degree 2. It follows from Lemma
7.1 that the probability for a random (x, y, c) ∈ � 3

pe to be a zero of F mod pe

or G mod pe is at most 2(2/p) = 4/p. Thus, we have

Prob[Ea] ≤
(T1 + 5)(T1 + 4)

2

4

p

≤
2(T1 + 5)(T1 + 4)

p′
.

Case Eb: In this case we have Pi ≡ Pj
−1 mod |G|. However, it is not pos-

sible to derive this relation between the polynomials Pi and Pj but only be-
tween their evaluations at the points (x, y, c), i.e., when Pi(1, x, y, c, xy) ≡

Pj(x, y, c, xy)
−1

mod |G| (with Pj(x, y, c, xy) 6≡ 0 mod |G|)
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Similar to our approach in the case Ea, for each such a pair (i, j) we can

bound the number of solutions to Pi(x, y, xy, c) ≡ Pj(x, y, xy, c)−1 mod pe or

Pi(x, y, c, xy)−Pj(x, y, c, xy)
−1

mod pe for any prime power pe that exactly di-
vides |G|. More precisely, we consider the solutions to the following polynomials

Hi,j(x, y, c) := Pi(1, x, y, xy, c)Pj(x, y, xy, c)− 1 ≡ 0 mod pe

or
Ii,j(x, y, c) := Pi(1, x, y, c, xy)Pj(x, y, c, xy)− 1 ≡ 0 mod pe.

Here, the polynomial H(x, y, c) is obtained by multiplying both sides of the

equation Pi(1, x, y, xy, c)−Pj(1, x, y, xy, c)
−1 ≡ 0 mod pe with Pj(1, x, y, xy, c).

Similarly, we obtain I(x, y, c).

Hence, we bound the probability that a random triple (x, y, c) ∈ � 3
pe is a zero of

the polynomials I or H :40 The total degree of each of the polynomials H and
I is at most 4. It follows from Lemma 7.1 that the probability of a randomly
chosen (x, y, c) ∈R � 3

pe to be a zero of H or I is at most 2(4/p) = 8/p.t follows

Prob[Eb] ≤ T2
8

p
≤ T2

8

p′
.

In total we have

Prob[E] ≤ Prob[Ea] + Prob[Eb]

≤
2(T1 + 5)(T1 + 4)

p′
+

8T2

p′

≤
2(T + 5)(T + 4)

p′

where T1 +T2 ≤ T . If the complementary event Ē occurs, then Aσ,ODIE cannot
obtain any information about the bit b except by pure guessing. Thus, the
success probability of Aσ,ODIE for correctly outputting b is

Prob[Aσ,ODIE (..) = b] = Prob[E] +
1

2
Prob[Ē]

= Prob[E] +
1−Prob[E]

2

=
1

2
+

Prob[E]

2

≤
1

2
+

(T + 5)(T + 4)

p′
.

40Note that DIE oracle is guaranteed to answer correctly only to the legal inputs, i.e., when
the secret exponents are elements from � ∗

|G|
. Thus, the answer of DIE oracle is correct if

Pi(x, y, xy, c) and Pj(x, y, xy, c) are elements of � ∗
|G|

. As the DIE oracle can be evil on illegal

inputs, the adversary can obtain fewer information, if any, than in the case where the inputs
are legal. Hence, to be on the safe side, we give the generic adversary the advantage that all
values Pi(x, y, xy, c) and Pj(x, y, xy, c) are legal inputs to the DIE oracle.
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7.4 DSE versus DIE

7.4.1 High Granular

In the next theorem we prove that an oracle breaking 1-DSE(c:∗; g:h; f:∗) is of
no help in breaking ∗-DIEσ(c:∗; g:h; f:∗).

Theorem 7.8
true =⇒ ∗-DIEσ(c:∗; g:h; f:nsprim;O1-DSE(c:∗; g:h; f:nsprim)) 2

Proof. Similar to the proofs of Theorem 7.2 and 7.7 we define a Lemma which
associates the minimal generic complexity of solving DIE directly to the smallest
prime factor of the order of the underlying group G. Theorem 7.8 immediately
follows from Lemma 7.5 and Remark 7.6.

Lemma 7.5 Let G be a cyclic group and g a corresponding generator, let p′ be
the smallest prime factor of |G|. Let ODSE be a given oracle solving DSE tuples
in G and let Aσ,ODSE be any generic algorithm for groups G with maximum run
time T and oracle access to ODSE. Then the following always holds:

(|Prob[Aσ,ODSE (C, (G, g), wb, wb̄) = b ::

b R← {0, 1}; C R← U ;
PI ← SPI IE((G, g)); PIR ← SPIPIP (PIP);
wb ← (PI publ ,PI sol );
wb̄ ← (PI publ ,PIR

sol )

]−1/2 | · 2) ≤ 2(T+4)(T+3)
p′−2

2

Proof. Assume, we are given the encodings σ(1), σ(x) and {σ(x−1), σ(c)} where
x ∈ � ∗

|G|. After T1 computation steps the algorithm Aσ,ODSE can compute at

most T1 +4 distinct linear combinations Pi of the elements 1, x, x−1, and c, i.e.,
it obtains

σ(Pi(1, x, x−1, c)) = σ(ai1 + ai2x + ai3x
−1 + ai4c),

where aij are constant coefficients. Furthermore, it is not a-priori known to
Aσ,ODSE which of the values in {ai3, ai4} is the coefficient for x−1 and which
one corresponds to c. Further, assume that Aσ,ODSE makes T2 calls to ODSE .
Aσ,ODSE may be able to distinguish σ(x−1) and σ(c) by obtaining informa-

tion from either of the following events:

Ea: Aσ,ODSE finds a relation (collision) between two distinct linear equa-
tions (Pi, Pj) with i 6= j. This means it obtains σ(Pi(1, x, x−1, c)) =
σ(Pj(1, x, x−1, c)) or σ(Pi(1, x, c, x−1)) = σ(Pj(1, x, c, x−1)).

Eb: Aσ,ODSE gets at least one positive answer from ODSE with i 6= j, i.e., it
obtains σ(Pi(1, x, x−1, c)) = σ((Pj(1, x, x−1, c))2) or σ(Pi(1, x, c, x−1)) =
σ((Pj(1, x, c, x−1))2).



66 7 DECISIONAL DH, SE AND IE

We compute an upper bound for the probability that either of these events
occurs.

Case Ea: In this case we have Pi(1, x, x−1, c) ≡ Pj(1, x, x−1, c) mod |G| or

Pi(1, x, c, x−1) ≡ Pj(1, x, c, x−1) mod |G|. There are
(
T+4

2

)
= (T+4)(T+3)

2 dis-
tinct polynomial pairs (Pi, Pj). For each such a pair (i, j) we can bound the
number of possible solutions to Pi ≡ Pj mod pe for any prime power pe that ex-
actly divides |G|, i.e., pe+1 6 | |G| (Note that uniformly distributed random values
mod|G| are also randomly and uniformly distributed mod pe.) More precisely,
we consider the solutions to the following polynomials

Fi,j(x, c) := x[Pi(1, x, x−1, c)− Pj(1, x, x−1, c)] ≡ 0 mod pe

or
Gi,j(x, c) := x[Pi(1, x, c, x−1)− Pj(1, x, c, x−1)] ≡ 0 mod pe.

Here, F and G are obtained by multiplying both sides of the congruence Pi ≡
Pj mod pe with x and then reordering the resulting congruence.

Hence, we bound the probability that a random tuple (x, c) ∈ � ∗
pe × � ∗

pe is a
zero of the polynomials F or G mod pe (Note that � ∗

|G| is the domain of the

secret exponents of DIE inputs.)

To do this, we first bound the number of solutions to F or G mod pe where (x, c)
are randomly selected from � 2

pe: The total degree of each of the polynomials
F and G is two. It follows from Lemma 7.1 that the probability for a random
tuple (x, c) ∈R � 2

|G| to be a zero of F or G mod pe is at most 2(2/p) = 4/p.

There are p2e tuples (x, c) in � 2
pe. Thus, there are at most p2e4/p = 4p2e−1

zeros for either F or G mod pe.

Further, there are
(
ϕ(pe)

)2
= (pe−pe−1)2 tuples (x, c) in � ∗

pe× � ∗
pe. Hence, the

probability that such a tuple is a zero of F or G mod pe is upper bounded by
4p2e−1/(pe − pe−1)2. It follows

Prob[Ea] ≤
(T + 4)(T + 3)

2

4p2e−1

(pe − pe−1)2

=
(T + 4)(T + 3)

2

4p2e−1

p2e + p2e−2 − 2p2e−1

= (T + 4)(T + 3)
2p

p2 − 2p + 1

≤ (T + 4)(T + 3)
2

p− 2

≤ (T + 4)(T + 3)
2

p′ − 2
.

Case Eb: In this case we have Pi ≡ Pj
2 mod |G|. However, it is not pos-

sible to derive this relation between the polynomials Pi and Pj but only
between their evaluations at the points (x, c), i.e., when Pi(1, x, x−1, c) ≡
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Pj(1, x, x−1, c)
−1

mod |G|. Similar to the case Ea, for each pair (i, j), i 6=
j, we can bound the number of possible solutions to Pi(1, x, x−1, c) ≡
(Pj(1, x, x−1, c))2 mod pe or Pi(1, x, c, x−1) ≡ (Pj(1, x, c, x−1))2 mod pe for any
prime power pe that exactly divides |G|. More precisely, we consider the solu-
tions to the following polynomials

Hi,j(x, c) := x2[Pi(1, x, x−1, c)− (Pj(1, x, x−1, c))2] ≡ 0 mod pe

or
Ii,j(x, c) := x2[Pi(1, x, x−1, c)− (Pj(1, x, x−1, c))2] ≡ 0 mod pe.

Here, we obtain the polynomial H(x, c) by multiplying both sides of the congru-
ence Pi(1, x, x−1, c) ≡ Pj(1, x, x−1, c) mod pe with x2 and then reordering the
resulting congruence. Similarly, we obtain I(x, c).

Hence, we bound the probability that a random tuple (x, c) ∈R � ∗
pe × � ∗

pe is a
zero of the polynomials H or I mod pe (similar to the case Ea): The total degree
of each of the polynomials H and I is at most 4. It follows from Lemma 7.1 that
the probability for a random tuple (x, c) ∈R � 2

|G| to be a zero of H or I mod pe

is at most 2(4/p) = 8/p. Thus, there are at most p2e8/p = 8p2e−1 zeros for
either H or I mod pe.

Further, there are
(
ϕ(pe)

)2
= (pe−pe−1)2 tuples (x, c) in � ∗

pe× � ∗
pe. Hence, the

probability that (x, c) ∈ � ∗
pe× � ∗

pe is a zero of H or I mod pe is upper bounded
by 8p2e−1/(pe − pe−1)2. It follows

Prob[Eb] ≤
8T2p

2e−1

(pe − pe−1)2
=

8T2p
2e−1

p2e + p2e−2 − 2p2e−1

=
8T2p

p2 − 2p + 1

≤
8T2p

p2 − 2p
=

8T2

p− 2

≤
8T2

p′ − 2
.

In total we have

Prob[E] ≤ Prob[Ea] + Prob[Eb]

=
2(T1 + 4)(T1 + 3)

p′ − 2
+

8T2

p′ − 2

≤
2(T + 4)(T + 3)

p′ − 2

with T1 + T2 ≤ T . If the complementary event Ē occurs, then Aσ,ODSE cannot
obtain any information about the bit b except by pure guessing. Thus, the
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success probability of Aσ,ODSE for correctly outputting b is

Prob[Aσ,ODSE (..) = b] = Prob[E] +
1

2
Prob[Ē]

= Prob[E] +
1−Prob[E]

2

=
1

2
+

Prob[E]

2

≤
1

2
+

(T + 4)(T + 3)

p′ − 2
.

7.4.2 Medium Granular

In sharp contrast to the above mentioned high-granular case, we prove in the fol-
lowing theorem that these assumptions are equivalent for their medium-granular
version (other parameters remain unchanged).

Theorem 7.9

{(1−1/poly(k)),ε,1/poly(k)}-DSE(c:∗; g:m; f:nsprim)

α′≥
(

ϕ(|G|)
|G|

)2
α; t′=t

==============⇒
{(1−1/poly(k)),ε,1/poly(k)}-DIE(c:∗; g:m; f:nsprim)

∗-DSE(c:∗; g:m; f:nsprim)

α′≥α−
(
1−

(
ϕ(|G|)

|G|

)2)
; t′=t

⇐==================
∗-DIE(c:∗; g:m; f:nsprim)

2

Proof. We prove the following statements:
(a) Given a DIE oracle ODIE which breaks
{(1−1/poly(k)),ε,1/poly(k)}-DSE(c:∗; g:m; f:nsprim) with success prob-
ability αDIE(k), there exists an algorithm AODSE which breaks
{(1−1/poly(k)),ε,1/poly(k)}-DIE(c:∗; g:m; f:nsprim) with success proba-

bility αDSE(k) ≥
(ϕ(|G|)

|G|

)2
αDIE(k), using a single oracle call.

(b) Given an oracle ODSE which breaks ∗-DIE(c:∗; g:m; f:nsprim) with suc-
cess probability αDSE(k), there exists an algorithm AODSE which breaks
∗-DSE(c:∗; g:m; f:nsprim) with success probability αDIE(k) ≥ αDSE(k)−
(
1−

(ϕ(|G|)
|G|

)2)
, using a single oracle call.

Case (a): Assume, we are given a DSE input tuple ((G, g), (gx), (gz)) where
z is either x2 or a random element c ∈R � |G|. Set h := gx, and pass
((G, h), (ht), (htz)) to ODIE . Here, we used the relations g = ht and gz = htz
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where we implicitly assumed t = x−1. This holds only if x ∈ � ∗
|G| which oc-

curs with probability ϕ(|G|)
|G| (Note that DIE oracle is not guaranteed to answer

correctly on illegal inputs, i.e., inputs with secret exponents from � |G| \ � ∗
|G|.)

If z = x2 then with x = t−1 we have z = t−2, and the tuple ((G, h), (ht), (hxt))

has the form ((G, h), (ht), (ht−1

)) which is with probability ϕ(|G|)
|G| a legal DIE

input tuple. This holds since h is a generator with probability ϕ(|G|)
|G| and thus,

ht and ht−1

are legal public and solution parts of a DIE input tuple.

If z 6= x2 then the tuple ((G, h), (ht), (htz)) is a legal input tuple for DIE oracle

with probability
(ϕ(|G|)

|G|

)2
. This holds because (i) h is a generator with proba-

bility ϕ(|G|)
|G| , and thus ht is a legal public part of the DIE input tuple, and (ii)

hzt is a legal random part of a DIE input tuple only if z ∈R � ∗
|G| which is true

with probability ϕ(|G|)
|G| .

Since these events are independent, the probability for both to occur is
(ϕ(|G|)

|G|

)2
.

Success probability: We have αDSE(k) ≥ αDIE(k)
(ϕ(|G|)

|G|

)
for the correct case

(i.e., z = x2) and αDSE(k) ≥ αDIE(k)
(ϕ(|G|)

|G|

)2
for the random case (i.e., z 6=

x2). Hence, for the resulting success probability the following holds

αDSE(k) ≥
(ϕ(|G|)

|G|

)2
αDIE(k).

In the following we set γ(k):=
(ϕ(|G|)

|G|

)2
(Note that |G| is a function of the security

parameter k, see also Lemma 6.5). Depending on the success probability of DIE
oracle we have the following cases:

Perfect oracle (αDIE(k) 6<∞ 1): The resulting success probability cannot be
perfect because there is a non-zero error probability when querying the DIE
oracle.

Weak oracle (αDIE(k) 6<∞ 1/poly(k)): The resulting success probability is also

weak: This holds since ϕ(|G|)
|G| and consequently γ(k) is always non-negligible,

and its multiplication with a not negligible function results in a not negligible
function. Thus, we can write γ(k)αDIE(k) 6<∞ 1/poly(k). Since αDSE(k) ≥
γ(k)αDIE(k), it follows αDSE(k) 6<∞ 1/poly(k).

Invariant oracle (αDIE 6<∞ ε1): The resulting success probability is (asymp-
totically) invariant: Since |G| contains no small prime factors, it follows from

Lemma 6.5 that 1 − ϕ(|G|)
|G| <∞ 1/poly(k). More precisely, for any ε′ > 0 there

exists a k0 such that for all k > k0,
ϕ(|G|
|G| > 1− ε′. It follows that for all k > k0,

γ(k) > (1− ε′)2 = 1− ε′′ where ε′′ := 2ε′ − ε′
2
. Since αDIE(k) 6<∞ ε1, for each

k′
0 there exists a k1 > k′

0 such that αDIE(k1) ≥ ε1. Hence, for each k′
0 > k0

there exists k1 > k′
0 such that αDSE(k1) ≥ ε2 where ε2 :=(1−ε′′)ε1. This means

αDSE(k) 6<∞ ε2.
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Strong oracle (1 − αDIE(k) 6≥∞ 1/poly(k)): The resulting success probability
is (asymptotically) strong: Since |G| contains no small prime factors, it follows

from Lemma 6.5 that 1− ϕ(|G|)
|G| <∞ 1/poly(k). Then we can write ϕ(|G|)

|G| >∞ 1−

1/poly(k) and γ(k) >∞ (1 − 1/poly(k))2 = 1− 1/poly(k). Hence, we have 1 −
γ(k) >∞ 1/poly(k). From Lemma 6.7 it follows 1−γ(k)αDIE(k) 6≥∞ 1/poly(k).
Finally, since 1 − αDSE(k) ≤ 1 − γ(k)αDIE(k) we have 1 − αDSE(k) 6≥∞

1/poly(k).

Case (b): Assume, we are given a DIE input tuple ((G, g), (gx), (gz)) where
x, z ∈ � ∗

|G|, and z is either x−1 or a random element c ∈R � ∗
|G|. Set h := gz and

pass ((G, h), (ht), (htx)) to ODSE where ht = g and htx = gx for some t ∈ � ∗
|G|.

If z = x−1 then t = x and the tuple ((G, h), (ht), (hxt)) has the form

((G, h), (ht), (ht2)) which is a correct DSE input tuple. This is because h is
a generator, and ht is a group element with t ∈R � ∗

|G|. Thus, this instance can
be solved by the given DSE oracle. However, the probability for a correct answer
is not neccessarily αDSE(k) since the inputs to the DSE oracle are limited to
those with secret exponents from � ∗

|G| whereas its success probability is defined

over � |G|. Let α′
DSE(k) and α′′

DSE(k) denote the oracles’ success probabilities
under the condition that the random secret exponents x are chosen from � ∗

|G|

and from � |G| \ � ∗
|G| respectively. It follows

αDSE(k) = α′′
DSE(k)Prob[x ∈R � |G| \ � ∗

|G|] + α′
DSE(k)Prob[x ∈R � ∗

|G|]

= α′′
DSE(k)

(
1−

ϕ(|G|)

|G|

)
+ α′

DSE(k)
ϕ(|G|)

|G|
.

By reordering we obtain

α′
DSE(k) =

αDSE(k)−
(
1− ϕ(|G|)

|G|

)
α′′

DSE(k)

ϕ(|G|)
|G|

≥ αDSE(k)−
(
1−

ϕ(|G|)

|G|

)
α′′

DSE(k)

≥ αDSE(k)−
(
1−

ϕ(|G|)

|G|

)

where in the last inequality we set α′′
DSE(k) = 1 to lower bound α′

DSE(k). Thus,
the oracle answers correctly on the restricted inputs with probability at least

α′
DSE(k) ≥ αDSE(k)− (1− ϕ(|G|)

|G| ).

If z 6= x−1 then t 6= x and the tuple ((G, h), (ht), (hxt)) is a correct (random)
DSE input tuple. This is because (i) h is a generator, and (ii) ht and hxt are
group elements (with x, t ∈R � ∗

|G|) representing legal public and random parts
of the DSE input tuple. However, the inputs to the DSE oracle are limited to
those with secret exponents (t, z) from � ∗

|G|× � ∗
|G|. Thus, similar to the correct

case, we can determine the probability that the oracle answers correctly on these

inputs. This probability is α′
DSE(k) ≥ αDSE(k)−

(
1−

(ϕ(|G|)
|G|

)2)
.
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Success probability: We have α′
DSE(k) ≥ αDSE(k)−

(
1− ϕ(|G|)

|G|

)
for the correct

case (i.e., z = x−1) and α′
DSE(k) ≥ αDSE(k) −

(
1−

(ϕ(|G|)
|G|

)2)
for the random

case (i.e., z 6= x−1). Hence, for the resulting success probability the following
holds

αDIE(k) ≥ αDSE(k)−
(
1−

(ϕ(|G|)

|G|

)2)
.

In the following we set γ(k):=
(ϕ(|G|)

|G|

)2
(Note that |G| is a function of the security

parameter k, see also Lemma 6.5). Depending on the success probability of DSE
oracle we have the following cases:

Perfect oracle (αDSE(k) 6<∞ 1): The resulting success probability is also perfect
because DIE instances represent legal inputs to the DSE oracle, and they all
are solved by the perfect oracle.

Weak oracle (αDSE(k) 6<∞ 1/poly(k)): The resulting success probability is
(asymptotically) weak: As shown in the case (a), for |G| with no small prime
factors we have 1−γ(k) <∞ 1/poly(k). The subtraction of a negligible function
from a not negligible one results in a not negligible function, i.e., αDSE(k) −
(1− γ(k)) 6<∞ 1/poly(k). This implies αDIE(k) 6<∞ 1/poly(k).

Invariant oracle (αDSE 6<∞ ε1): The resulting success probability is (asymptot-
ically) invariant: As shown in the case (a), for |G| with no small prime factors
we have 1−γ(k) <∞ 1/poly(k). More precisely, for any ε′ there exists a k0 such
that for all k > k0, 1− γ(k) < ε′ holds. Since αDSE(k) 6<∞ ε1, for any k′

0 there
exists a k1 > k′

0 such that αDSE(k1) ≥ ε1. Thus, for any k′
0 > k0 there exists a

k1 > k′
0 such that αDSE(k1)−(1−γ(k1)) ≥ ε2 where ε2 :=ε1−ε′. Hence, we can

write αDSE(k)− (1−γ(k)) 6<∞ ε2. Finally, since αDIE ≥ αDSE(k)− (1−γ(k)),
it follows that αDIE 6<∞ ε2.

Strong oracle (1 − αDSE(k) 6≥∞ 1/poly(k)): The resulting success probability
is (asymptotically) strong: From αDIE(k) ≥ αDSE(k) − (1 − γ(k)) follows 1−
αDIE(k) ≤ 1 − αDSE(k) + (1 − γ(k)). As shown in the case (a), for |G| with
no small prime factors we have 1 − γ(k) <∞ 1/poly(k). Further, we have
1−αDSE(k) 6≥∞ 1/poly(k). Thus, the right side of the above inequality is a not
non-negligible function as it is the sum of a not non-negligible and a negligible
functions. Hence, we can write 1−αDSE(k)+(1−γ(k)) 6≥∞ 1/poly(k), implying
1− αDIE(k) 6≥∞ 1/poly(k).

Remark 7.14. The reductions in Theorem 7.9 are proven for group orders with
no small prime factors. However, they also hold for all other group orders
provided the group order is known (see also Remark 7.13) Thus, the following
holds.

Theorem 7.10

{(1−1/poly(k)),ε,1/poly(k)}-DSE(c:∗; g:m; f:∗,o)
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=⇒
{(1−1/poly(k)),ε,1/poly(k)}-DIE(c:∗; g:m; f:∗,o)

∗-DSE(c:∗; g:m; f:∗,o)
⇐=

∗-DIE(c:∗; g:m; f:∗,o)
2

Remark 7.15. The reduction (DIE to DSE) in Theorem 7.9 (7.10 respectively)
does not hold for perfect success probability due to the introduced error prob-
ability. However, for groups of prime order the reduction also holds for perfect
oracles as the only special case x = 0 can be explicitly handled, i.e., one can
easily test whether g0 = 1 is the input. ◦

8 Conclusions

In this paper, we identify the parameters relevant to cryptographic assumptions.
Based on this we present a framework and notation for defining assumptions
related to Discrete Logarithms. Using this framework these assumptions can
be precisely and systematically classified. Wider adoption of such a terminol-
ogy would ease the study and comparison of results in the literature, e.g., the
danger of ambiguity and mistakes in lengthily stated textual assumptions and
theorems would be minimized. Furthermore, clearly stating and considering
these parameters opens an avenue to generalize results regarding the relation of
different assumptions and to get a better understanding of them. This is the
focus of our ongoing research. A parameter in defining assumptions previously
ignored in the literature is granularity. We show (as summarized in Figure 2)
that varying this parameter leads to surprising results: We prove that some DL-
related assumptions are equivalent in one case (medium granular) and provably
not equivalent, at least not in a generic sense, in another case (high granular).
Furthermore, we show that some reductions for medium granularity are much
more efficient than their high-granular version leading to considerably improved
concrete security, in particular as medium granularity results in weaker assump-
tions than high-granular ones. However, we note that medium- or low-granular
assumptions apply in cryptographic settings only when the choice of system pa-
rameters is guaranteed to be truly random. Interesting open questions remain
to be answered: While for both CDL and CDH it can be shown that their high-
and medium-granular assumptions are equivalent, this is not yet known for DDH
(also briefly mentioned as an open problem by Shoup (1999)). Only few rela-
tions can be shown for low-granular assumptions as no random self-reducibility
is yet known. However, achieving such “full” random self-reducibility seems very
difficult in general (if not impossible) in number-theoretic settings (Boneh 2000)
contrary to, e.g., lattice settings used by Ajtai and Dwork (1997). Finally, high
granularity is almost intrinsic in the generic model and it is not clear how to
extend the generic model to medium or low granularity. Our surprising results
also throw some shadow of doubt onto the use of the generic model as a tool
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Figure 2: Summary of our results

to show impossibility results. It remains to be further explored whether these
results are due to the limitations of the generic model or are really intrinsic
differences between assumptions with medium and high granularity.
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C, see problem type, computational
DH, see problem family, DH
DL, see problem family, DL
D, see problem type, decisional
Ea,b/ � p , see group family
GDH(n), see problem family,

GDH(n)
GSG(k), see group sibling
IAE, see problem family, IAE
IE, see problem family, IE
M, see problem type, matching
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p/q, see group family

RP(n), see problem family, RP(n)
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n, see group family
SE, see problem family, SE
SG, see group sampler
SPI , see problem instance sampler�
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n, see group family

Sg, see generator sampler
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p, see group family
←, see assignment
R←, see assignment, see random

variable
∈R, see assignment
∗, see wild card
G, see group
PI , see problem instance
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≥∞ , 5
6<∞ , 5
6≥∞ , 5
g, see group, generator
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PI priv , see problem instance
PI publ , see problem instance
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s
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cal
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(. . . :: . . . ), see random variable
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ΣG,g, see encoding function
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σ(·), see encoding function
RunTime, see Turing ma-

chine,runtime
{. . . :: . . . }, see random variable,
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σ, see algebraic knowledge
h, see granularity, high
ε, see success probability, invariant
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l, see granularity, low
m, see granularity, medium
nsprim, see group family
n, see complexity, non-uniform
:=, see assignment
1, see success probability, perfect
prim, see group family
[·], see random variable

79



80 INDEX

(1−1/poly(k)), see success probabil-
ity, strong

o, see group family
u, see complexity, uniform
1/poly(k), see success probability,

weak

A

adversary, 15
generic, 17
specific, 17

algebraic knowledge, 17
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associative, 7

B

black-box reduction, 25

C
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uniform, 16

cryptographic assumption, 11–26
parameter, 11–19

D

DH, see Diffie-Hellman
Diffie-Hellman (DH), 3
Discrete Logarithm (DL), 3, 7
distinguisher, 7
DL, see Discrete Logarithm
DL-based assumption, see crypto-

graphic assumption

E

efficient, 6
encoding function, 17
exponentiation, 7

G

GDH, see Generalized Diffie-
Hellman
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3

generator, see group, generator
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computational, 7
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M
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oracle, 6
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multivariate, 5
univariate, 5

probability, 5
probability space, 4
probability space instance (PSI), 18
problem

family, 8, 11
DH, 12
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IAE, 12
IE, 12
RP(n), 12
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hard, 6
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sampler, 10
type, 13
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PSI, see probability space instance

R

random self-reducibility, 15
random variable, 4

ensemble, 5
Representation Problem (RP), 3
RP, see Representation Problem

S

sampler
generator, see generator sam-

pler
group, see group sampler
problem instance, see problem

instance sampler
SE, see Square Exponent
security parameter k, 5
self-reduction

random, see random self-
reducibility

semantic security, 13

sequence, 4
set, 4
Square Exponent (SE), 3
statistical difference, 7
structure instance

SI , 8
success probability, 18

invariant, 19
perfect, 19
strong, 19
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T

Turing machine, 6, 16
polynomial-time, 6
runtime, 6

U

uniform distribution of infinite bi-
nary strings, 6

W

wild card, 20
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A Deriving Formal Assumptions

The “mechanics” of deriving the formal assumption statement from its short
form $s-$t$P$a(c:$c; g:$g; f:$G) — as described in Section 4 the $X’s are place-
holders of the parameters defined in Section 3 — is as follows:

1. Group and problem family: Just fix the group, generator and problem
instance sampler SGG , Sg, and SPI P corresponding to group family $G
and problem family $P , respectively. In the context of generic relations, $G
does normally not fix a particular group family and sampler but gives just
some specific constraints on group families, e.g., groups with large prime
factors indicated by “lprim”. In such a case SGG denotes an arbitrary
sampler for an arbitrary group family fulfilling the given constraints on
the group family and the constraints on samplers given in Section 2.7.41

2. Problem type: Prepare the assumption formula $F as the probability
statement $P defined as “Prob[”. $Ppred .“ :: ”. $Pdef .“]”. The . denotes
the string-concatenation operator and the variables $Ppred and $Pdef are
the probability predicate and the probability space instance definition,
respectively. They are defined depending on the problem type $t as follows
(where SPIP is the problem sampler fixed in item 1 above and where the
source of SI is explained in item 3 below):

• $t = C: Initialize $Pdef to “PI ← SPI P(SI );” (the problem instance
to solve) and add “C R← U ;” (the random coins for the adversary) to
it. Define $Ppred as “A(C,SI ,PI publ) ∈ PI sol”.

• $t = D: Initialize $Pdef to the concatenation of “b R← {0, 1};” (the
random bit used as challenge), “PI 0 ← SPIP(SI );” and “PI 1 ←
SPIP(SI );” (the real problem instance and an auxiliary problem in-
stance for the random public part), “sol c

R← PI b
sol ;” (one possible so-

lution), and “C R← U ;”. $Ppred is defined as “A(C,SI ,PI publ , sol c) =
b”. Additionally, the probability statement $P is normalized to
“2 · |Prob[$Ppred :: $Pdef ]− 0.5|”.

• $t = M: Initialize $Pdef to the concatenation of “b R← {0, 1};” (the
random bit used as challenge), “PI 0 ← SPIP(SI );” and “PI 1 ←
SPIP(SI );” (the two problem instances to match), “sol0

R← PI 0
sol”

and “sol1
R← PI 1

sol” (two corresponding solutions), and “C R← U ;”.
$Ppred is defined as “A(C,SI ,PI 0

publ ,PI 1
publ , sol b, sol b̄) = b”. Ad-

ditionally, the probability statement $P is normalized as above to
“2 · |Prob[$Ppred :: $Pdef ]− 0.5|”.

3. Granularity: Depending on the granularity value $g do the following
(where SGG and Sg are the group and generator sampler fixed in item 1):

41In practice, only the later application of this relation using specific assumptions implied
by a cryptographic systems will determine the concrete choices of group family and sampler.
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• $g = l: Prepend “G← SGG(1k);”, “gi ← Sg(G);” (for as many i ∈
�

as required by the problem family, e.g., one generator for DL and n
generators for RP(n)), and “SI ← (G, g1, . . . );” to $Pdef .

• $g = m: Prepend “∀G ∈ [SGG(1k)]; to $F. Prepend “g ← Sg(G);”
and “SI ← (G, g1, . . . );” to $Pdef .

• $g = h: Prepend “∀G ∈ [SGG(1k)];”, “∀gi ∈ [Sg(G)];”, and “SI ←
(G, g1, . . . );” to $F.

4. Computational complexity and algebraic knowledge: Depending
on the computational complexity $c do the following:

• $c = u: Prefix $F with “∀A ∈ UPTM;”, “∃k0;”, and “∀k > k0;”.

• $c = n: Prefix $F with “∀(Ai | i ∈
�
) ∈ NPTM;”, “∃k0;”, and

“∀k > k0;”. In $Ppred replace “A” by “Ak”.

If the considered assumption is in the generic model ($a = σ) then replace
everywhere “A”, UPTM and NPTM by “Aσ”, UPTMσ and NPTMσ ,
respectively. Furthermore, append “σ R← ΣG,g;” (the choice of the random
encoding function) to $Pdef .

5. Success probability: Depending on the success probability $s do the
following to finish the formal assumption statement:

• $s = 1: Append “< 1” to $F, i.e., immediately after $P.

• $s = (1− 1/poly(k)): Append “∃d1;” immediately after the all-
quantifier on adversary algorithms in $F. Append “< (1 − 1/kd1)”
to $F.

• $s = ε: Append “< ε” to $F.

• $s = 1/poly(k): Append “∀d1;” immediately after the all-quantifier
on adversary algorithms in $F. Append “< 1/kd1” to $F.

Evaluating $F by expanding the variables , i.e., $P, $Ppred and $Pdef , and
applying the string-concatenation operator gives now the desired precise formal
assumption statement.
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